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Abstract Large-scale mobile ad-hoc networks require
flexible and stable clustered network structure for effi-
cient data collection and dissemination. In this paper,
a technique is presented to construct multi-hop clus-
ters with balanced sizes, based on the neighborhood
benchmark (NB) to quantify the connectivity and link
stability of mobile nodes. By exploiting autonomous
clusterhead selection and a specialized handshake
process with the clusterheads, the nodes with highest
NB scores are selected as clusterheads and all the
clusters constructed are connected. The deviation of
cluster sizes is kept small using a partial probability-
based approach. Our technique generates highly stable
multi-hop clusters with low overhead, and provides the
flexibility of controlling the cluster radius adaptively for
various network applications.
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1 Introduction

The highly dynamic nature and severe resource con-
straints of mobile ad hoc networks (MANETs) make
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the flat network architecture difficult to achieve scal-
ability and cost effectiveness in data collection and
dissemination [3]. Clustered network structure can be
used to overcome these difficulties because the clus-
terheads form a virtual backbone for restricting inter-
cluster data transmission from flooding [17]. Because
the virtual backbone reduces the path lengths between
node pairs, the effect of node mobility to the network
stability is limited to a local range, and a mobile node
in the network is able to access remote counterparts
in much shorter time. Currently, most of the clustering
techniques in MANETs fix the cluster radius to be one
hop, and select clusterheads casually without consider-
ing network conditions. Hence, the clusters constructed
by these existing clustering techniques [17] have low
stability and flexibility.

In this paper, we will present a technique to con-
struct multi-hop clusters with balanced sizes based on
the neighborhood benchmark (NB) scores of mobile
nodes in MANETs. Our approach conducts network
initialization and cluster formation at run-time without
the “frozen period” assumption [17], and hence is more
realistic in practice. The NB quantifies the connectivity
and link stability of mobile nodes using the nodes’
neighbor degrees and the link failures encountered in
unit time. Therefore, comparing to other mobile nodes
in the network, the clusterheads selected based on
their NB scores have better efficiency as aggregation
points of data flows, and better stability against link
failures. We will show that the clusters so constructed
are connected through a handshake process, and that
the deviation of cluster sizes due to autonomous clus-
terhead selection is controlled without degradation of
the quality of clusters.
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2 Current state of the art

Network clustering has been well studied in various
types of decentralized p2p and wireless networks. Some
combinatorial clustering algorithms based on abstracted
network topology were developed, regardless of the
network constraints [17]. In these algorithms, cluster-
heads are selected randomly, and a “frozen period” is
assumed, such that all the mobile nodes can be static
in the cluster formation. With this assumption, mobile
nodes are able to exchange accurate information with
their neighbors, and thus the clusters can be formed
with some specific characteristics. However, this as-
sumption is unrealistic because mobile nodes are not
static and usually moving all the time.

The most common technique for selecting random
clusterheads is the lowest-ID technique [7], in which
each node is assigned with a random ID, and the node
with the lowest ID in a neighborhood is assigned as the
clusterhead. Various clustering algorithms have been
presented based on the lowest-ID technique [5, 6, 15].
In [15], clusterheads were selected to construct a con-
nected dominating set (CDS). Since the problem of
finding a CDS with the minimum size in a connected
graph is NP-complete, approximation algorithms were
developed to minimize the size of the dominating set
and the computational complexity. In [5], a weakly
CDS with a size smaller than CDS in [15] was con-
structed by relaxing the requirement of direct con-
nection between neighboring dominating nodes. Least
Cluster Change (LCC) [6] increased the cluster stability
by relinquishing the requirement that a clusterhead
should always bear some specific attributes in its local
area. In [1], the scope of CDS was expanded to d-hop,
and a max-min heuristic was developed for clusterhead
selection based on the NP-completeness proof of the
problem of finding a d-hop CDS.

All the above clustering algorithms have very lim-
ited usage in practice because they generally ignore
the actual network conditions and constraints, such as
the mobility pattern and communication capability of
nodes. Alternative approaches have been developed
to overcome these difficulties [2, 4, 9, 11, 14]. Highest
Connectivity Clustering (HCC) [14] takes the node
connectivity into account, but clusters so constructed
are unstable because a node is forced to change its
clusterhead once it finds another clusterhead with a
higher connectivity. Some methods [4, 11] were devel-
oped to improve connectivity-based clustering. How-
ever, simply using the connectivity of mobile nodes as
the selection criterion of clusterheads is not sufficient to
incorporate the actual network conditions in the clus-
tered network structure, such as the dynamic network

topology and volatile wireless channel characteristics.
Mobility support is another issue which has been ig-
nored in these approaches. Mobility-aware clustering
has been considered [2, 9], but most of them are based
on certain assumptions of the network mobility pat-
terns, which only fit the specialized network scenarios.

Comparing to the 1-hop clustering techniques based
on CDSs [5, 15], which are currently widely used in
scalable routing, multi-hop clusters with controllable
cluster radius provide more flexibility for sub-structures
within clusters, and are more stable in dynamic network
topology because a node has a higher chance to have
multiple connections to its selected clusterhead, and a
lower chance to lose its connection to its clusterhead.
Kim et al. [8] first defined a k-hop cluster for multi-hop
clustering in MANETs. Some extensions have been
made to ensure the connectivity among clusters, and
to reduce the number of gateway nodes connecting the
clusterheads and the overhead for the k-hop cluster
construction [10, 16]. In [9], multi-hop clusters are con-
structed by grouping the nodes with a similar mobility
pattern together. However, possible inconsistency and
conflict during the process of clusterhead selection is
generally ignored. None of these techniques guarantee
their constructed multi-hop clusters are connected with
balanced sizes.

3 Our approach

A mobile ad-hoc network normally consists of nodes
with heterogeneous mobility and link characteristics.
We assume that all the mobile nodes in the network
have omni-directional antenna and all the network
links are bi-directional. The NB score of a mobile node
Ni used to indicate the qualification of this node to be a
clusterhead is defined as

NBSi = di/LFi (1)

where di is the neighbor degree of Ni indicating the
connectivity of Ni’s neighborhood, and LFi is the num-
ber of link failures encountered by Ni in unit time
indicating the link stability of Ni’s neighborhood.

Our approach to constructing R-hop clusters consists
of the following four steps:

1) Network initialization. Every mobile node peri-
odically sends hello beacons to its neighbors for
them to calculate and exchange their initial NBSs.
The interval of hello beaconing is set according to
the mobility and communication ranges of mobile
nodes.
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2) Autonomous clusterhead selection. After the net-
work initialization, every node selects its clus-
terhead autonomously based on the NBSs of its
neighbors, in R consecutive selection iterations.

3) Handshake with clusterheads. After a node fin-
ishes its clusterhead selection, it starts a handshake
process with its selected clusterhead, to build up its
cluster membership and cluster structure.

4) Cluster maintenance. After a node completes the
handshake with its clusterhead, it starts to conduct
bilateral beaconing with its clusterhead to maintain
the cluster structure. Such cluster maintenance
applies to the entire network lifetime.

These steps will be elaborated in the following sections.

4 Network initialization

The network initialization is done via hello beaconing,
i.e., all the mobile nodes periodically send hello bea-
cons to their neighbors. Such beaconing process is con-
ducted independently on individual nodes, which does
not rely on global time synchronization. The interval
of such hello beaconing is TH = rc/vc, where rc is the
average transmission range of the nodes, and vc is the
average moving speed of mobile nodes in the network.
Hence, such an interval is positively proportional to the
global network connectivity, and inversely proportional
to the network mobility level.

Since in MANETs the link failures may be due to
node mobility, channel interference and/or node power
depletion, the network initialization must be conducted
at run-time, instead of a “frozen period”.

The hello beacons sent by node Ni are encapsulated
as {IPi, NBSi, Head_IPi, Head_NBSi, hopi, sizei}, where
IPi and NBSi are for Ni, and Head_IPi and Head_NBSi

are for the current clusterhead of Ni, hopi indicates
the hop count from Ni to its current clusterhead with
the range [0, R], and sizei is the size of the cluster to
which Ni belongs. Specifically, if Ni is in the process
of clusterhead selection, Head_IPi and Head_NBSi are
for the current temporary clusterhead selected by Ni.
Initially, NBSi, Head_IPi, Head_NBSi, hopi and sizei

are set to be -1.
Every node maintains a neighborhood information

table (NIT), which records and updates all the infor-
mation included in the hello beacons from the node’s
neighbors. If the record of a neighbor in the NIT of
any node has not been updated longer than 2TH , the
neighbor is considered unreachable by the node, and
one link failure of the node is counted. Nodes count
the numbers of their neighbors and link failures before

they send out the hello beacons, and update their NBSs
using Eq. 1 and LFi given in Eq. 2. LFi is calculated
iteratively as follows:

LF(k)

i = (LF(k−1)

i · (k − 1) · TH + LFnew)/(k · TH) (2)

where k is the current hello beaconing period, and
LFnew is the number of link failures in this period.

It takes the time �SI Z E/rc� · TH to initialize the
NBSs of mobile nodes in the entire network, where
SIZE is the size of network application area,. Hello
beaconing will be conducted continuously in the net-
work lifetime to keep updating the NBSs of mobile
nodes.

5 Construction of multi-hop clusters

5.1 Autonomous clusterhead selection

The clusterheads are selected in an autonomous man-
ner based on the NBSs of mobile nodes. As defined in
Section 3, the NBS of a mobile node quantifies the con-
nectivity and link stability of the node. Our approach
ensures that every clusterhead has its NBS higher than
the NBS of any of its cluster members, and hence the
selected clusterheads are as efficient as the aggregation
points for forwarding data, and are stable to avoid fre-
quent clusterhead changes.

Autonomous clusterhead selection is conducted on
all the mobile nodes in parallel after the network ini-
tialization. The clusterhead selection process on each
mobile node consists of R iterations, where R is the
cluster radius in terms of the maximum number of hops
from a node in the cluster to the clusterhead. In each
iteration, a node Ni puts all the clusterheads of its 1-hop
neighbors, and its own clusterhead into a selection pool.
If Ni does not have its clusterhead yet, it uses itself as its
clusterhead. Then, Ni selects the node with the highest
NBS in the selection pool to be its clusterhead. Ni’s
clusterhead is updated in each iteration, and is finalized
in the last iteration of the selection process.

The cluster radius R is pre-selected by the node
owners, and different clusters can have different cluster
radii. We will show in Section 7 that by choosing differ-
ent cluster radius according to the specific conditions
of network environments, the constructed clusters can
achieve different tradeoffs among the cluster stability,
construction overhead, and cluster coverage.

The interval between two iterations is set to be the
same as the interval of hello beaconing described in
Section 4. Hence, on a mobile node, each iteration in
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the clusterhead selection process is corresponding to a
hello beaconing period. Any iteration will not start until
the node receives all the corresponding hello beacons
from its 1-hop neighbors. The clusterhead selection
process can be shown correct as follows:

Theorem 1 The kth iteration on a node Ni selects the
node with the highest NBS within the k-hop neighbor-
hood of Ni as Ni’s clusterhead.

Proof This theorem is proved by induction. For the
first iteration, the theorem is self-evident. Assume that
the theorem holds after the mth iteration. Because
each iteration corresponds to a hello beaconing period,
Ni will know the clusterheads of its 1-hop neighbors
before the (m + 1)th iteration, via the hello beaconing.
These clusterheads are the nodes with the highest NBSs
in the m-hop neighborhoods of Ni’s 1-hop neighbors.
Hence, in the (m + 1)th iteration, all the possible new
elements in Ni’s selection pool are Ni’s (m + 1)-hop
neighbors. ��

Based on Theorem 1, we can easily derive the fol-
lowing corollary, which ensures that a selected cluster-
head has the NBS larger than that of any of its cluster
members:

Corollary 1 Given a cluster C={Ni| i=0, 1, . . . ..n}, if a
node Nk ∈ C is the clusterhead of C, then for ∀i ∈ [0, n],
i �= k, NBSk ≥ NBSi.

5.2 Handshake with clusterheads

In a multi-hop cluster, the clusterhead has the complete
member list of the cluster, and the cluster members only
record their clusterhead. After clusterhead selection, a
mobile node handshakes with its selected clusterhead

to construct the multi-hop cluster. Such handshake pro-
cess can detect possible inconsistency during the hand-
shake, and ensures that all the constructed clusters are
connected. Such process is described in Fig. 1 using a
case including a node N0, its selected clusterhead Nh,
and an intermediate node Ni. It is noted that because
of the autonomous and simultaneous clusterhead se-
lection, all the mobile nodes also handshake with their
selected clusterheads simultaneously. In such cases, if
a node in its handshake process is requested to be a
clusterhead by some other nodes, and the request is
accepted, it should send another message to its selected
clusterhead to cancel the ongoing handshake process,
and start to handshake with the requesters as a new
clusterhead.

An example of 2-hop clusters is shown in Fig. 2.
Because every mobile node only has the knowledge
of its neighborhood, there will be possible conflict and
inconsistency during the autonomous cluster selection
and handshake process. For example, in Fig. 2a, in the
first cluster selection round, N11 selects N3 as its clus-
terhead, and notifies N9 of this via hello beaconing. In
the second round, because the NBS of N3 is higher than
that of N1, N9 also selects N3 as its clusterhead. At the
same time, N11 hears from N23 that N6 has a higher
NBS. Since N11 has no idea about N9’s choice by that
time, N11 will change its clusterhead to N6. However,
this change will break the link from N9 to N3, and end
up with a disconnected cluster.

This problem is avoided by the handshake process
such that a node will only forward the clusterhead
requests if it is in the same cluster. Hence, in the above
example, N9’s clusterhead request cannot reach N3
because N11 will not forward it, and N9’s handshake
process will timeout and another clusterhead selection
process starts. The clusters constructed in this example
are shown in Fig. 2b. In this way, we can guarantee that
all the constructed clusters are connected.

Figure 1 The handshake
process with clusterheads
in our approach
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Figure 2 An example of 2-hop clusters: a before handshake and b after handshake

Theorem 2 For any node Ni in an R-hop cluster C with
the clusterhead Nh, there exists a path from Ni to Nh,
such that the path only contains the nodes in C.

Proof If Nc is an 1-hop neighbor of Nh, the theorem is
self-evident. Only through the nodes which also select
Nh as their clusterhead, Nc can complete the handshake
process with Nh. Therefore, Nc must have at least one
of its 1-hop neighbors which is also in C. The theorem
can be shown by induction. ��

5.3 Cluster maintenance

Cluster maintenance is conducted via bilateral beacon-
ing. A clusterhead multicasts beaconing messages
periodically at the interval Tcb to all the cluster mem-
bers, where Tcb is set to be the same as the hello
beaconing interval TH . Every cluster member returns
an acknowledgment to its clusterhead upon receiv-
ing the beacon message. Only the nodes within the
same cluster will forward the beaconing messages and
acknowledgments.

In order to keep stable cluster structures, a non-
clusterhead node searches only for its new cluster-
head if its current clusterhead is unavailable. If a
non-clusterhead node has not received the beacon mes-
sage from its current clusterhead longer than 2Tcb ,
it considers its current clusterhead unreachable, and
reselects its clusterhead. If the clusterhead has not
received the acknowledgment from a cluster mem-
ber longer than 2Tcb , the clusterhead considers the
member unreachable and deletes the member from its
member list.

6 Balancing cluster sizes

In a clustered network structure, clusterheads are the
aggregation points of data flows and hence consume
their resources faster. On the other hand, it is not de-
sirable to change clusterheads too frequently because
a large number of nodes will need to re-select their
clusterheads, and this leads to large communication
overhead. Clusters with balanced sizes are preferred to
increase the network stability and lifetime.

In Section 5.1, every node selects its clusterhead de-
terministically based on the NBSs without considering
size balancing. Hence, most of the selected clusterheads
are nodes with higher NBSs, and clusters with large size
deviation are formed. However, to construct clusters
with balanced sizes will impair the quality of clusters
represented by the NBSs of clusterheads. We exploit a
predefined preference parameter Pt valued between 0
and 1 to tradeoff the cluster quality with size balancing
according to network situations.

Based on the notation of Pt, a partially probability-
based approach is used for clusterhead selection. In a
clusterhead selection round at node N0, assume that the
set {H = Nh1, Nh2. . . , Nhk} is the set of possible nodes
to be selected as clusterheads, and sizei indicates the
current cluster size of the clusterhead Nhi. Each Nhi in
H has a probability pi to be selected as the clusterhead
of N0. Such a probability is made up of a singular part
and a common part.

• The singular part psi = 1 − Pt when Nhi has the
highest NBS in H; otherwise, psi=0.

• The common part pci is defined as

pci = ((1 − Pt) · NBSi + Pt · Ei) · Pt, (3)
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where Ei is the normalized entropy of Ni given by

Ei = ln(S/sizei)

k∑

j=1
ln(S/size j)

(4)

S =
∑

i

sizei (5)

In H, the entropy of Ni is ln(S/sizei), which is
inversely proportional to sizei, and the normalized
entropy ensures that
∑

i

pi =
∑

i

(psi + pci) = 1 (6)

Due to the common part of pi, Nhi with the higher
NBS or in a smaller cluster has higher probability to
be selected as a clusterhead. When Nhi has the highest
NBS in H, it is given extra preference by the singular
part of pi, 1 − Pt. When Pt = 0, pci=0, clusterheads
are selected deterministically without considering size
balancing. When Pt = 1, psi=0, and pci = Ei. Then,
clusterheads are selected probabilistically according to
Ei defined in Eq. 4 to reduce the deviation of cluster
sizes, without considering nodes’ NBSs. Any intermedi-
ate value of Pt between 0 and 1 produces a probabilistic
distribution to tradeoff cluster quality with balanced
cluster sizes.

7 Performance evaluation

We have simulated our technique using ns-2 with the
CMU wireless extensions. We have evaluated the per-
formance of our clustering approach with respect to the
stability of the constructed clusters, the communication
overhead of clustering, the time length of the cluster
construction, and the coverage ratio of clusters to the
entire network. We have also evaluated the effects of
our size balancing mechanism on the deviation of clus-
ter sizes, cluster stability and the cluster coverage.

In the simulations, we uniformly deployed 50 mobile
nodes in a 1000×1000 m2 square area. 802.11 WLAN
was used as the underlying MAC protocol. We assume
that all the nodes have omni-directional antennas and
uniform communication range of 250 m, and the two-
way ground propagation model was used. The node
mobility follows the random-walk mobility model [9]
with the node moving speeds normally distributed in
a range [0, vmax]. Each simulation lasts 5000 s, and
each point in the simulation figures is averaged over 10
random simulation scenarios.

7.1 Performance of multi-hop clustering based on NB

The performance of multi-hop clustering based on
neighborhood benchmark (MCNB) with different clus-
ter radius was evaluated and compared to two tra-
ditional clustering methods LCC [6] and HCC [14].
Figure 3 shows the evaluation result of cluster stabil-
ity represented by the average number of clusterhead
changes per node during the simulation. Compared to
HCC, because MCNB does not force a node to change
its clusterhead when it discovers another clusterhead
with higher NBS, the cluster stability is greatly im-
proved. The cluster stability inevitably degrades when
the node mobility increases. It is shown that larger
cluster radius can mitigate the effects of node mobility
because a node has a smaller chance to lose its cluster-
head connection in a larger and heavier connected clus-
ter, which enables every node to reach its clusterhead
via multiple paths. Even when R=1, the performance of
MCNB is similar to LCC which is aiming at minimizing
the cluster changes. As shown in Fig. 3, when a larger
cluster radius R is used, the average number of cluster-
head changes of MCNB is nearly 50% lower than LCC
when R=3.

Figure 4 shows the communication overhead for
clustering evaluated by the average transceiving and
receiving messages per second per node through the
entire simulation process. Such overhead includes both
cluster construction and maintenance cost. Since MCNB
restricts all the beaconing mechanisms to a localized
scope, and does not enforce proactive clusterhead rese-
lection, its clustering overhead is reduced, compared
to HCC and LCC. It can be seen that the overhead
of MCNB is 20% lower than that of LCC, and such
reduction is up to 50% when compared to HCC.

Figure 3 Cluster stability of our simulation settings
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Figure 4 Communication overhead of our simulation settings

The difference of MCNB clustering overhead with
different cluster radii is very small because the major
overhead of clustering is restricted to the small neigh-
borhood of individual mobile nodes, and the overhead
of clusterhead selection, which is the only overhead
affected by cluster radius, is not the major overhead of
clustering. On the other hand, the cluster overhead
increases from 5 messages per second to 25 messages
per second when the average node mobility increases
from 1 m/s to 20 m/s. Such increase is inevitable and
mainly because it needs more frequent hello beaconing
in scenarios with higher mobility to calculate accurate
NBSs of the neighbors. It can be seen that such increase
is even higher in HCC and LCC.

Figure 5 shows the cluster coverage, i.e., the per-
centage of nodes being clustered with various cluster
radii. A number of nodes may have their clusterhead

Figure 5 Cluster coverage of our simulation settings

lost due to network topology changes. However, our
approach can guarantee that a majority of nodes are
clustered over a long time. It is shown that, the cluster
coverage can achieve above 80% in mobility scenarios
with various average mobility levels, and such coverage
is only slightly affected by the increase of node mobility
level. Figure 5 shows that the coverage suffers only a
5% deviation in different mobility levels.

On the other hand, it is shown that using a larger
cluster radius decreases the cluster coverage. When the
cluster radius increases from 1 to 3, the coverage per-
centage on the average drops from 90% to 80%. This
is because the construction of larger clusters needs
more complicated clusterhead selection and handshake
process. When the cluster radius is larger and more
clusterhead selection rounds are needed to decide the
clusterhead, the possibility of inconsistent cluster mem-
bership will increase.

Figure 6 shows the convergence performance of the
clustering process through the average time length of
clusterhead selection. It shows that selecting larger clus-
ter radius will greatly increase the time needed for the
clusterhead selection. When the average node mobility
level is 1 m/s, 1-hop clusters only need 20 s on the
average to get the clusterhead selection process to
convergence, while that time for 3-hop clusters is up to
260 s. This is obvious because even small increase of the
cluster radius will lead to much larger increase of the
range of each cluster, and thus it needs more time for
a mobile node to find the best clusterhead candidate.
On the other hand, the average time decreases greatly
when the average node mobility increases. When the
average node mobility is very high (20 m/s), the average
time of clusterhead selection with different cluster radii

Figure 6 Time length of clusterhead selection of our simulation
settings
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will all be less than 20 s because the period of hello
beaconing in high mobility scenarios is correspondingly
much shorter. However, this also leads to much larger
communication overhead, as shown in Fig. 4.

The advantages of multi-hop clusters constructed
based on NB are their stability and flexibility. Different
cluster radii can be used for our technique to adapt to
various network applications. A larger cluster is more
stable with network topology changes, and provide
more flexibility to construct sub-structures within the
cluster, but the construction of the cluster causes more
communication overhead among network nodes and
the cluster can only cover up to 80% of the network
nodes as shown in Fig. 5. On the other hand, a network
structure with smaller clusters is more volatile and
sensitive to network topology changes, but smaller clus-
ters are also easier to be constructed, and can provide
better node coverage. Hence, larger clusters are suit-
able for data-intensive applications to achieve higher
efficiency of data delivery, and small clusters are suit-
able for applications in severe physical environments
to achieve larger node coverage and more flexible
reconfigurability.

7.2 Performance of our technique with balancing
cluster sizes

We have also evaluated the performance of our tech-
nique with balancing cluster sizes in various values of
the preference parameter with a cluster radius R=2.
In Fig. 7, the effect of balancing cluster sizes is shown
by the standard deviation of cluster sizes. Figure 7
shows that the deviation of cluster sizes will be greatly
reduced when larger Pt is used to put more emphasis

Figure 7 Effects of size balancing of our simulation settings

Figure 8 Effects of size balancing to cluster stability of our
simulation settings

on balanced cluster sizes. When size balancing was not
considered, i.e., Pt = 0, the deviation can be up to 1.5;
and when Pt increased from 0 to 1, such deviation
decreased correspondingly down to 1 (50%). However,
since the singular part of the clusterhead selection prob-
ability described in Section 6 gives extra preference
to the node with the highest NBS, the effect of size
balancing can be apparent only when Pt ≥ 0.7. On the
other hand, the deviation of cluster sizes is not affected
much by the node mobility. Such deviation is smaller
when the node mobility is high because an arbitrary
node has more clusterhead choices in a high-mobility
network scenario.

Figure 8 shows that constructing clusters with size
balancing did not impair the cluster stability. When Pt

Figure 9 Effects of size balancing to cluster coverage of our
simulation settings
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varied from 0 to 1, the average number of clusterhead
changes even slightly reduced by approximately 20%.
Figure 9 also shows that our size balancing approach
increased the cluster coverage. When Pt increased from
0 to 1, the cluster coverage in different mobility sce-
narios gained an average increase of 10%. When the
size balancing technique was applied in the cluster con-
struction process, clusters were expanded evenly in all
directions, and hence had higher possibilities to cover
more nodes in the network.

8 Potential improvement with mobility-awareness
capability

Currently, as described in Section 3, we have used NBSs
as the criterion of clusterhead selection. Such criterion
take both the node connectivity and link stability into
consideration and hence guarantees the efficiency and
stability of the selected clusterheads in various mobile
applications. In the NBS-based clusterhead selection
process, we consider node mobility implicitly because
nodes with low mobility are likely to have more stable
neighborhood and thus have higher NBSs. In fact, node
mobility can be considered explicitly to improve the
adaptability of our approach in mobile applications. For
example, node mobility can be explicitly integrated into
the expression of NBS as follows:

NBSij = di/vij (7)

where vij is the relative speed between node Ni and
N j. In this case, for the same mobile node Ni, the
calculation of NBSs of other different mobile nodes will
be different.

There are two major problems for explicit mobility
consideration. The first is how the individual mobile
nodes are able to characterize the mobility features
of its neighborhood without global knowledge. The
second is how to keep the continuity of such mobility
characterization in case of node failures in MANETs.

For the first problem, the major challenge is how
to find an appropriate formulation of the localized
node mobility. On one hand, due to the self-organizing
nature of MANETs, a mobile node without a GPS
receiver or fixed anchor nodes can observe only its
neighborhood mobility based on its local coordinate
system, which invalidates the usage of the global mobil-
ity metrics and requires an efficient localized mobility
metric. On the other hand, although any node mobility
pattern in general can be considered as a continuous-
time stochastic process, and a k-order Markov process
if the pattern has finite memory level, it is hard to
find an appropriate way to formulate such mobility

patterns to associate the actual node mobility with
abstract states in Markov processes defined in a finite
field. Instead of formulating node mobility patterns us-
ing normal Markov processes, we may exploit Hidden
Markov Models (HMMs) to associate the numeric
node mobility levels with the abstract Markovian states
through the observation probability density functions
defined in HMMs. However, it is still necessary to
determine how to use the Markovian states defined on
a finite discrete field to express the node mobility on a
continuous numeric range.

The second problem is due to the fact that node
neighborhoods in MANETs are highly dynamic. The
neighbors of a mobile node can become unavailable
due to their mobility or energy depletion, and they may
reappear again in the future.

A direct way to handle such neighbor unavailability
for mobility characterization is to predict the mobility
of the unavailable neighbor in the future. Such pre-
diction must imply certain assumption on the mobil-
ity pattern of the unavailable neighbors, which affects
the validity of the mobility prediction. The simplest
assumption is that the node mobility in the future is
linearly dependent of the past p mobility records, and
thus the node mobility pattern is formulated by the
following p-order auto-regressive (AR) process:

Xt = φ0 + φ1 Xt−1 + ... + φp Xt−p + εt (8)

where Xt, Xt−1, ..., Xt−p are the mobility observations,
εt is an error term with the distribution N(0, σ 2), and
φ̂0, φ̂1, ..., φ̂p are the estimated values by solving the
following non-linear least-square regression:

min
φ0,φ1,...,φp

L∑

t=p+1

(Xt − φ0 − φ1 Xt−1 − ... − φp Xt−p)
2

2σ 2
(9)

where σ 2 is given by the Residual Sum of Squares of
the regression

σ̂ 2 = 1

L − p

L∑

t=p+1

(Xt − φ̂0 − φ̂1 Xt−1 − ... − φ̂p Xt−p)
2

(10)

We may consider more complicated dependency
forms for the mobility predictions, such as a p-order
polynomial, but this will greatly increase the complexity
of calculating the likelihood function, and solving the
non-linear regression for parameter estimation.

9 Conclusion and future work

In this paper, we have presented a technique to provide
more flexible and stable clustered network structure
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for efficient data collection and dissemination by con-
structing multi-hop clusters in MANETs based on the
NBSs of mobile nodes. The multi-hop clusters are
constructed by letting every node autonomously se-
lect its clusterhead based on the NBSs and handshake
with the clusterheads, so that all the clusters con-
structed are connected. We have also presented a par-
tial probability-based approach to control the possible
deviation of cluster sizes. We have intensively simu-
lated our approach, and the results indicate that our
clustering technique can provide stable clustered net-
work structures with balanced cluster sizes in various
network scenarios, and provide users with the flexibility
of controlling the cluster radius adaptively for different
applications.

In the future, since the multi-hop clusters con-
structed by our approach have better flexibility and sta-
bility than traditional 1-hop clusters in various mobility
scenarios, our approach can be used in various mobile
applications for performance optimization, especially
for improving the scalability and robustness of service
discovery in MANETs.

Because service discovery is needed in various types
of mobile environments for users to discover their
needed services, and because of the severe energy con-
straints and heterogeneity of mobile computing devices
which collaborate with each other in an ad-hoc manner
in large-scale pervasive computing environments, ser-
vice discovery needs not only to be scalable to discover
the needed services quickly, accurately, and efficiently,
but also to be robust against node failures and network
topology changes. To satisfy such requirements, we
need a clustered network architecture, and employing
only a small part of the network nodes for the service
discovery functionality. The multi-hop clusters con-
structed by our approach, due to their better flexibility
and stability, are more suitable for scalable and robust
service discovery.

Multi-hop clusters also provide the possibility to
enhance the robustness of service discovery against
unpredictable node and link failures, by constructing
local Distributed Hash Tables on the multi-hop clus-
ters, and storing multiple service replicates in each
cluster according to the local hashing results. To do
this, multiple existing p2p network architectures, such
as CAN [12], Chord [13] and Tapestry [18] can be
exploited.
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