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Collaborative Filtering 
Summary of the core presentation 

Collaborative filtering is a process of information filtering by collecting human judgments which is usually ratings. It tries to mimic human’s way of sharing information – word of mouth. Some core concepts related to collaborative filtering are users and items. As human is involved in recommendation process, users are very significant element of collaborative filtering. Users are considered to be any individual who provides ratings to a system, and items are anything for which a human can provided a rating. The major goal of collaborative filtering is to predict how well a user will like an item that he has not rated given a set of historical preference judgments for a community of users. 
In using collaborative filtering, there are many issues in implementation. In users’ aspect, it is significant to understand what tasks users may wish to accomplish. Most of the time, it is focused on finding items that a user might like and finding a group of users who has similar interests. In system’s side, the collaborative filtering system supports tasks such as recommending items, predicting for a given item and enabling constrained recommendation. The domains that seem to be suitable for collaborative filtering should have many items with many ratings, more users than items, and communities of users with common interests or needs. 
The main difference between collaborative filtering and content-based filtering which is another major type of information filtering is that the focused comparison subject is human and item respectively. Collaborative filtering measures similarity of a set of users by comparing user profiles whereas content-based filtering measures similarity among items with given item information (metadata) which is usually written in text documents. Even though they both are a method of information filtering, due to their characteristics each has some shortcomings. For instance, in collaborative filtering system if users’ does not provide enough feedback then the system is not able to provide proper recommendation since rating data does not cover items. Also it there is a user with unusual interest, he might be able to get a proper prediction since there is not enough data of rating for items that he is interested in. Similarly content-based filtering contains shortcomings such as being over-specialized and eliciting users’ feedback. Also for content-based filtering, the features of items matters because media such as music, video are not easy to describe. 
Several algorithms of collaborative filtering were discussed. There are mainly two categories of collaborative filtering which are non-probabilistic algorithms and probabilistic algorithms. The most used non-probabilistic algorithm is user-based nearest neighbor. Here neighbor indicates similar users who have similar interests and needs. This algorithm generates a prediction on ratings of neighbors on an item. Weighting on rating is the similarity of users. Item-based nearest neighbor algorithm generates predictions based on similarities between items. Weighting in this algorithm is the similarities of rating of a user on similar items. Another non-probabilistic algorithm is dimensionality reduction which reduces domain complexity by mapping the item space to a smaller number of underlying dimensions. Probabilistic algorithms represent probability distributions and existing techniques such as Bayesian-network models are used. 
Some practical issues in implementing collaborative filtering system were introduced. First of all, how to collect rating data is the most significant issue. There are two ways of gathering rating data: explicit and implicit. Explicit ratings request users to rate themselves for an item. This way of getting rating is good in receiving the most accurate descriptions of user’s preference, however it is also challenging in collecting data since users are involved. Implicit rating is a way of collecting rating data by observing users behavior. Therefore users do not involve directly and system collects data by analyzing user. In this way, data can be collected with little or no cost to users however ratings inference may be imprecise. Another issue in rating is which scale to use. Scalar, binary, and unary ratings are used depend on the characteristics of items. Second practical issue is about the cold start. Since a collaborative filtering system requires certain amount of data from users to provide good prediction, when there appears a new user, item or community then due to the lack of data it may provide prediction upon insufficient data. Usual way to support this issue is to let users rate some initial items or provide their preferences. Otherwise system should provide non-personalized recommendations or recommendations from other source. 
To evaluate collaborative filtering systems, some metrics are considered to be more significant. Accuracy is significant as collaborative filtering system predicts users’ ratings. For predict accuracy, mean absolute error (MAE) is often used. Rank accuracy deals with precision and half-life utility which are percentage of items in a recommendation list that users would rate as useful and percentage of the maximum utility achieved by the ranked list in question respectively. Novelty is also considered to be significant since collaborative filtering system is expected to recommend items that the user was not already aware of. Along with novelty, serendipity is measured for recommending items that were not expected to be found by users’ existing channels of discovery. In addition, in terms of measuring percentage of the items known to collaborative filtering system for which the system can generate predictions, coverage is considered. In the aspect of providing a satisfactory service to users, metrics such as learning rate, confidence, and user satisfaction are significant.
Due to the characteristics of collaborative filtering, there are some additional issues such as privacy and trust, interface design, and hybrid approach. Privacy issue is essential since collaborative filtering deals with users’ personal information. Security on user profiles and connections among agents is critical and is related to the users’ trust on the system. Trust can be also affected by user’s ratings. For instance, if collected rating data is not correct, then system will result improper recommendation which will reduce system trust. There are efforts on providing explanation and social navigation interfaces to make users understand how and why the recommendations are recommended. Explanation interfaces should not provide too much background information which may end up causing more confusion to user. Therefore simple explanations such as graphs and reviews are suggested. Social navigation makes the behavior of community visible to users. This is an attempt to mimic more accurately the social process of word-of-mouth recommendations. Social navigation gives a connection to similar users and makes it possible to communicate. Combination of existing collaborative filtering and content-based filtering as hybrid approach is becoming a way of information filtering. As both of filtering has shortcomings, for example collaborative filtering has scarcity in dealing with item analysis whereas content-based filtering maintains user profile mainly based on content analysis. The idea of hybrid approach suggests that using both methods it is possible to overcome each other’s shortcoming and make the filtering process and recommendation result be more perfect. 
The core presentation included not only the core chapter of the book, but also additional three papers that would help for better understanding. The additional papers are as listed. 
1. Herlocker, J.L., et al. “An algorithmic framework for performing collaborative filtering”. In Proceedings of the 22nd International Conference on Research and Development in Information Retrieval (SIGIR ’99). 1999. Berkeley, California. ACM Press.
2. Herlocker, J.L., J.A. Konstan, and J. Riedl. “Explaining Collaborative Filtering Recommendations”. In Proceedings of the 2000 ACM conference on Computer supported cooperative work (CSCW ’00). 2000. Philadelphia, Pennsylvania. ACM Press.

3. Balabanovic, M. and Shoham, Y. “Fab: Content-based, collaborative recommendation”. Communications of the ACM, 40(3): 66-72, March 1997.

The first paper, an algorithmic framework for performing collaborative filtering, was chosen to be a reference as it introduces collaborative filtering in overall. This paper presents the space of neighborhood-based collaborative filtering methods and describes some new better performing algorithms the authors developed. The second paper, explaining collaborative filtering recommendations, stresses the importance of explanations of collaborative filtering systems. Explanations provide not only transparency but also reasoning and data for collaborative filtering systems. This paper also provides examples of models and techniques. The third paper introduces an example system called Fab as an example of hybrid recommendation system. Fab is a content-based and collaborative recommendation system. This paper introduces how a hybrid system is designed and structured.

Summary of discussion

During the discussion, it was obvious that students were very interesting in how collaborative filtering algorithms work. The algorithms of collaborative filtering usually differ by what is used as similarity weighting in comparing ratings. Also difference between item-based nearest algorithm and content-base filtering were discussed. Since both algorithms weight item ratings, students were confused, however it is significant to understand what is the main focus of the algorithm. Item-based nearest neighbor algorithm generate predictions based on similarities between items that a user rated similar. Content-based filtering analyzes item information along with user profile. Some students were interested in how dimensionality reduction algorithm works. However since it was not able to find a practical example for this algorithm further discussion was not accomplished. It would be interesting to find an example study or system of used of dimension reduction algorithm to make the process more clear. Discussion on evaluation metrics were focused on serendipity. Novelty was understandable to students in terms of providing what user was not aware of, however serendipity which indicates recommendations that they would not have seen given their existing discovery channels arouse interest to students in terms of the method of measuring serendipity. Hybrid approach of collaborative filtering and content-based filtering was also an interesting issue as a follow-up presentation was about comparing different way of combining. As a presenter of this topic, more examples of interfaces on explanation and social navigation would have brought more interest in this issue for the listeners. Overall, it was obvious that students were interested in collaborative filtering especially in understanding and evaluating it. 
Summary of the follow-up presentations

The follow-up presentations/summaries were consists of three categories: examples of collaborative filtering system, examples of hybrid recommendation systems and introduction of specific collaborative filtering algorithms. Papers to introduce collaborative filtering algorithms included item-based collaborative filtering recommendation algorithms and a comparison of several predictive algorithms for collaborative filtering on multi-values ratings. Choices on this category represent interests on how different algorithms are used and what are the characteristics. Some examples of collaborative filtering systems are papers on TechLens, research paper citation recommendations and WebMuseum. These papers explain how collaborative filtering recommendation is implemented in adaptive way by introducing some existing web systems. In extension to those examples of collaborative filtering systems, some follow-up presentations introduced hybrid systems of collaborative filtering and content-based filtering. The examples of hybrid systems include personality diagnosis and Fab. All of these follow-up presentations introduce good examples of collaborative filtering recommendation system including hybrid systems and different usage of collaborative filtering algorithms. 
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