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Whole Word, Frequency-General Phonology
in Semantic Processing of Chinese Characters

Sulan Zhang, Charles A. Perfetti and Hui Yang
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Two experiments were conducted to examine the locus of the phonological and semantic
interference effects in Chinese reported by C. A. Perfetti and S. Zhang (1995a). Both
experiments found that phonological effects in semantic judgments were general across word
frequency and independent of component phonology, thus localizing phonological interfer-
ence at the whole-character level. However, effects of component phonology were obtained
for low-frequency characters when pronunciation judgments were made. The results are
consistent with the assumption that phonology is activated at 2 levels in Chinese reading, 1 at
the whole character level and 1 at the phonetic component level. A strong semantic
interference was also found in both experiments, implying that both phonology and semantics
are automatically activated. The constituency model provides a framework to explain the
pervasive word-level phonology seen across writing systems.

Evidence for phonology in Chinese word reading has
accumulated in recent years across a variety of word reading
tasks (Chua, 1995; Lam, Perfetti, & Bell, 1991; Leck,
Weekes, & Chen, 1995; Perfetti & Tan, 1998; Perfetti &
Zhang, 1991, 1995a; Tan, Hoosain, & Peng, 1995; Tan,
Hoosain, & Siok, 1996; Tan & Perfetti, 1997; Zhang, Feng,
& He, 1994). Of particular theoretical interest has been the
demonstration of phonological involvement in semantic
tasks for which it is unneeded and, in fact, counterproductive
to the goals of the task. Perfetti and Zhang (1995a) provided
such a demonstration in a task that required participants to
make judgments of meaning similarity. In this task, partici-
pants were presented with two single-character words, one
after another, and required to judge whether they had similar
meanings (synonyms). On key foil trials, the two characters
were not semantically related but were segmental homo-
phones—that is, characters with the same sequence of
phonemes without regard for tone. Compared with unrelated
foil trials, these homophone foils produced large interfer-
ence effects, observable both in decision times and error
rates. These phonological interference effects were observed
in two experiments over a range of stimulus onset asynchro-
nies (SOAs) between 90 and 310 ms. In a parallel task,
participants made judgments about pronunciation sameness.
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Critical trials were foils in which the two characters had no
phonological similarity but were semantically similar (syn-
onyms). Interference effects—semantic interferences in this
case—were found in this task as well. These semantic
interference effects, however, were slower to emerge, at 140
ms, rather than at 90 ms SOA. Perfetti and Zhang (1995a)
cautioned against making conclusions about the relative
time course of semantic and phonological information by
comparisons across these tasks; however, they concluded
that the data were clear in demonstrating that phonological
information was rapidly and automatically activated by the
presentation of single characters.

Unanswered in these experiments is a question of some
theoretical interest. The phonological effects observed by
Perfetti and Zhang (1995a) were based on whole-character
pronunciation. That is, the interference from phonology was
defined to refer to the pronunciation of each character, not
the pronunciation of its components. However, most single
characters in modern Chinese usage are compound charac-
ters, containing two or more distinct components. A recent
dictionary study found that 85% of the 9,641 characters in
the Modern Chinese Dictionary (1992) are phonetic com-
pounds, composed of two functionally independent compo-
nents (Perfetti & Tan, 1999). One component (often called
the “significate” or the semantic radical) may signal the
meaning category of the whole compound, while a second
component (the “phonetic”’) may signal something about
the pronunciation of the compound. Significates are typi-
cally, but not always, on the left half of the compound;
phonetics, typically but not always, are on the right. In most
cases, the phonetic is also a character that can stand alone
and thus has its own pronunciation and meanings. Recent
research suggests that both a component’s function—its
status as a significate or a phonetic—and its position may
play roles in lexical decision tasks, although the exact nature
of these roles is far from clear (Feldman & Siok, 1997; Taft
& Zhu, 1997).

Although most characters in the Perfetti and Zhang
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(1995a) experiments were compounds of this type, the
relationship between the pronunciation of the phonetic
component and the compound was not systematically var-
ied. Thus, their conclusion generalizes over the most com-
mon type of single character word, but it is silent on the
possible role of phonetic components in producing phono-
logical interference. In fact, effects of phonetic components
have been observed in naming experiments, at least for
low-frequency characters (Fang, Hormng & Tzeng, 1986;
Hue, 1992; Seidenberg, 1985; Yang & Peng, 1997). And a
study by Flores D’Arcais, Saito, and Kawakami (1995)
found that when the components of compound characters
were presented asynchronously, naming was facilitated only
when the phonetic (and not the significate) was presented
first, suggesting that the name of the phonetic, which was the
same as the name of the character, became available before
the name of the whole character. It is not at all clear,
however, whether such phonetic component effects should
occur when the reader’s task is to evaluate meaning. The
discovery of such effects in a meaning task would certainly
implicate a very general “sublexical” phonological process
in reading.

In the two experiments reported below, we address these
questions of component phonology and character frequency.
We ask whether interference effects can be localized at the
component or whole-character level and whether they are
restricted to characters of low-frequency or are general
across frequency.

Experiment 1

A major goal in Experiment 1 was to examine two
important questions about the role of phonology in semantic
decisions. First, is the main source of the phonological
interference effect at the level of whole-character phonology
or at the level of phonetic components of characters?
Second, is phonological interference (at either the whole-
character or the component level) general over word fre-
quency or is it restricted to low-frequency characters? An
important secondary goal is to examine whether component
phonology, whatever its role in semantic processing, plays a
role when readers must perform an implicit phonological
task, judgments of pronunciation.

The key manipulation in both tasks involves the character-
istics of the foil trials. The logic follows Perfetti and Zhang
(1995a): In meaning judgment, critical foil trials consist of
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pairs of characters that have no meaning similarity, but are
homophones. However, within this set of critical homo-
phone trials there are two kinds of homophones: Some
homophone characters are valid phonograms, compound
characters that contain a component (typically one that can
stand alone as a character) having the same pronunciation as
the character as a whole. Following Perfetti, Zhang, and
Berent (1992), we refer to this class of characters as valid
phonetic compounds. Other homophones are characters
without a phonetic component that shares their pronuncia-
tion. These characters can have one of several configura-
tions: They can be phonograms, containing a phonetic
component (an invalid phonetic) that happens not to have
the same pronunciation as the whole character in this
particular case; they can be semantic compounds, containing
two components, neither of which is classified as a phonetic
nor provides any cue to pronunciation; or they can be simple
characters, having no components. Thus, this set of charac-
ters without valid phonetic components comprises a varied
class of characters whose character-level pronunciations
must be retrieved on the basis of the whole character.
We refer to these collectively as characters with uncued
phonology.

Table 1 illustrates the structure of characters with valid
phonetic components. The leftmost character is a whole
character consisting of two components, one of which is a
valid phonetic. To the right of the whole character, the
phonetic is repeated in parentheses for clarity. The top rows
of the table show two homophones with valid phonetics.
Thus, the character # and the character # are both pro-
nounced “fu’’; the first character is translatable as fo capture
and the second, as belly. In a meaning judgment, the correct
response would be “no” (whereas in a homophone judg-
ment, the correct response would be “yes”). But both
characters have a component (the phonetic) on the right side
that, as a free standing character, is also pronounced “fu.”
Note that this component is not the same (visually) in the
two cases. Thus, the two characters have two different
phonetics, both pronounced “fu” (disregarding tone). The
middle row of Table 1 shows the control foils, with the core
character “fu” (fo capture) now paired with a control
character pronounced “ma.” The bottom row shows the core
character paired with its synonym cohort, “qin.” Finally,
note that the phonetic components in Table 1 are on the right
side of the compound character. This left—right arrangement

Table 1
Experiment 1. Examples of Materials With Valid Components
Whole Pronunciation: Translation: Correct Correct
Character character whole character whole synonym  homophone
type {component) (component) character judgment judgment
Homophone 2 & /fa/ (ffuf) to capture
(&) fof (Mal) belly no yes
Control £ & I (ffw)) to capture
o 5 /ma/ (fma/) agate no no
Synonym 2 & o/ (/fuf) to capture
% (%’) /qin/(/qin/) to capture yes no
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Table 2
Experiment 1. Examples of Materials of Uncued Phonology
Whole Pronunciation: Translation: Correct Correct
Character character whole character whole synonym homophone
type (component) (component) character judgment judgment
Homophone G yo/  (Jguf) bath
B (#) A/ (fyowl) gloomy no yes
Control B o/ (fqw) bath
- fi (:l;) /dw/ (o) to prevent no no
Synonym & (1) iy (guh) bath
e [zao/ bath yes no
Homophone 2 MNei/ tired
B Nei/ tears no yes
Control 2 Nei/ tired
B3 Jchao/ forward no no
Synonym 2 Neif tired
Z ffal tired yes no

with the phonetic on the right is the most frequent configura-
tion of components, with a minority of compounds having
either vertical configurations or horizontal configurations
with the phonetic on the left.

Table 2 follows the same form, but here the characters are
of uncued phonology type. The top half of the table shows a
pair of homophones with invalid phonetics, components
whose pronunciations diverge from that of the whole
character. Thus # (/yw/, bath) and ® (/yu/, gloomy) are
homophones. But the first contains a phonetic component
that by itself is pronounced “gun,” and the second contains a
phonetic component that by itself is pronounced “you.” In
the lower half of Table 2 is an example of two different types
of uncued phonology, semantic compounds and simple
characters. For example, the core character £ (/lel/, tired), its
homophone i (/lei/, tears) and its control character ¥ (/chao/,
forward) are all semantic compound characters; the syn-
onym character Z (/fa/, tired) is a simple character. In each
case, the phonology is uncued by a component and is
available only from the whole character.

Thus, if phonological processes are carried by compo-
nents, the characters with valid components should behave
differently from characters with uncued phonology. In
particular, if phonological interference is due to component
phonology, then interference should be greater for homo-
phones containing valid phonetic components than for
homophones with uncued phonology. If the phonological
interference effect is due to whole-character phonology, the
presence of a valid phonetic should not matter.

Consider now the task in which participants judge pronun-
ciation rather than meaning sameness. This task has been
used to expose meaning interference; however, for the
present issue of component phonology, it takes on an
additional role: If the pronunciation of a phonetic compo-
nent is available and useful during these judgments of
pronunciation, then characters with valid components should
be evaluated more quickly than characters with uncued
phonology. Such a result would be interesting in comparison
to naming task results, because it would confirm a compo-
nent effect when phonology is only implicitly activated
rather than required for articulation.

Finally, we examine the frequency of the characters in
these tasks. There are two questions to ask: Is phonology
activated at the character-level for high- as well as low-
frequency characters? Is the involvement of component
phonology, if any, observable only in lower-frequency
characters? A general answer to both questions might be that
only low-frequency characters allow sufficient activation of
phonology at either the whole-character leve] or the compo-
nent level. This prediction is based on the assumption that
low-frequency characters should take longer to identify, thus
increasing the probability of both component phonology and
whole-character phonology being activated prior to a mean-
ing decision. This prediction would appear to be in accord
with results of both English and Chinese naming tasks that
show regularity effects only for low-frequency words.
However, it is important to note that phonetic validity does
not map onto either regularity or consistency in the sense
that they are applied to alphabetic writing systems.!

By contrast, a theory that claims that the identification of
any character arouses its phonological word form (e.g.,
Perfetti et al., 1992) would predict that character-level
phonology would be activated for all words, regardless of
frequency. Whether component phonology effects are fre-
quency-general is a less direct question for this theory,
which assumes that phonology can be activated at many
levels but always at the word level. In fact, the statistical
consistency of component phonology (i.e., the extent to

'In English word naming, effects of spelling-pronunciation
consistency typically have been found only for low-frequency
words, as summarized by the well-known Frequency X Regularity
interaction (e.g., Seidenberg, Waters, Barnes, & Tanenhaus, 1984).
However, consistency effects can be observed for high-frequency
as well as low-frequency words, especially when neighborhood
characteristics of words are taken into account (Jared, 1997). In the
Chinese case, however, phonetic validity does not map onto
consistency. Validity is defined by whether the compound character
in question has the same pronunciation as its phonetic does when
the phonetic stands alone. Valid phonetics are not consistent
when other characters containing the phonetic are pronounced
differently.
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which all characters that contain the component have the
same pronunciation) may control the extent to which a
component phonology is functional for a particular character
in which 1t occurs (Tan & Perfetti, 1999).

Because we used sequential presentation of the characters
in both meaning judgment and pronunciation judgments, it
is useful to note that interference effects in these tasks do not
depend on sequential presentation. If the effect were found
only in sequential presentation, one might argue that the
effect arises from sequential memory demands. Zhang
(1996), however, found interference effects with simulta-
neous (0 SOA) presentation that were nearly identical (47
ms) to the effects reported in Perfetti and Zhang (1995a).
This result, although not eliminating a role for memory in
the judgment task, does establish that the interference effect
is robust across display conditions and is not fundamentally
dependent on a requirement to remember the first character.
This fact allows the use of sequential displays, which bring
more control of the viewing situation.

Method
Materials and Design

The materials were 192 characters, 48 core characters, each
paired with three cohorts: a synonym, a homophone, and an
unrelated control. The pairing of each core with three cohorts
resulted in 144 experimental trials. A core character and its three
cohorts were matched in character frequency and the presence or
absence of cued phonology. Frequency and component validity
were defined between sets of core characters and their cohorts. Half
of the core characters and their cohorts were high frequency, with
an average of 120 per million; the other half were low frequency,
with an average of 7.2 per million, according to the Modem
Chinese Frequency Dictionary (1986). Within each frequency
category, half of the core characters and their cohorts had valid
phonetic components, and half had uncued phonology. Also within
each frequency category, the frequency of the characters with valid
phonetic components was closely matched with the frequency of
characters with uncued phonology. Among the 48 homophone
pairs, all were homophonic at the phonemic (segmental) level, and
30 pairs were also identical in tones. Finally, among the set of
phonetic compounds, 70% were left—right compounds with the
phonetic on the right in all cases. In summary, there were 12 core
characters (plus their cohorts) to represent each combination of
Frequency (high/low) X Component Phonology (valid phonetic/
uncued phonology; see Appendix A).

Each participant received all 144 trials (48 core characters X 3
cohorts) in continuous blocks of 48 trials that presented each core
character once. Thus, within a block of 48, each core character was
paired with just one cohort. A different random ordering of core
characters was generated for each participant.

Synonym ratings. Prior to conducting the main experiment,
ratings of synonym pairs were obtained from an independent
sample of 15 Mandarin speakers. The raters responded to 120 pairs,
half of which were pairs that the experimenters regarded as
synonyms, and from which we expected to use 48 for the main
experiment. The remaining 60 pairs represented a range of meaning
similarity, from quite unrelated through partial similarity. This
range was used so that participants would be encouraged to use the
entire 5-point rating scale. From these ratings, we chose the 48 (of
60 candidates) pairs with the highest mean similarity rating, which
was 4.16 (SD = 0.49). (For comparison, the unrelated pairs had a

mean of 1.11 [SD = 0.14], and the partial meaning pairs had a
mean similarity rating of 2.91 [SD = 0.81].) These 48 character
pairs defined the core character and its synonym cohort for the
main experiment.

Participants

Seventy-eight Mandarin speakers attending the University of
Pittsburgh or Carnegie Mellon University participated for payment.
Half of these (39) participated in meaning judgments, and half
participated in pronunciation (homophone) judgments.

Procedure

The experimental session was located in a windowless labora-
tory housing a computer controlled tachistoscopic shutter. The
experimental session began with 18 practice trials followed by 144
uninterrupted experimental trials. Each experimental trial consisted
of a core character exposed for 180 ms with a 10-ms interval before
the appearance of a cohort, which remained displayed until the
participant responded or until 3 s elapsed. This 190-ms SOA was
chosen to be well within the observed range of both phonological
(90-310 ms) and semantic (140-310) interference effects. In
meaning judgment, participants were instructed to respond ‘“‘yes”
when the two characters had similar meanings and ““no” otherwise.
In homophone judgment, participants responded “‘yes” when the
two characters had similar pronunciations (were homophones
except for tone), “no”’ otherwise.

Results
Meaning Judgment

The main question was under what conditions phonologi-
cal interference would occur on “no” trials. As Table 3
shows for decision times, phonological interference emerged
strongly and generally. Participants required more time to
reach a correct “no” decision on homophone trials (M = 954
ms) than on control trials (M = 902 ms) across all condi-
tions. This 52-ms effect was reliable by participants, F,(1,
38) = 115.73, p < .001, MSE = 1,794, and by items, F,(1,
11) = 22.88, p < .001, MSE = 4,310.

Component phonology did not produce a reliable main
effect, F1(1,38) = 1.83, p = .18, MSE = 3,609; F,(1, 11) =
1.21, p > .05, MSE = 2,884. More important, the phonologi-
cal interference effect did not interact with component
phonology; this effect was 52 ms for both characters with
valid phonetics and for characters with uncued phonology.

There was a 32-ms frequency effect, F; = (1, 38) =
28.67, p < .001, MSE = 2,739, and F,(1, 11) = 456, p =
.056, MSE = 6,043. However, specific interest is in the
generality of the phonological interference effect across
frequency. The interaction of Frequency X Component
Phonology was significant by participants, F(1, 38) = 7.17,
p < .05, MSE = 2,723, and only marginally so by items,
F,(1,11) = 3.11, p = .11, MSE = 2,114. The direction of
this effect suggests that phonological interference was
somewhat larger in the judgment of low-frequency charac-
ters (67 ms) than in the judgment of high-frequency
characters (36 ms); however this difference was reliable only
by participants, ¢,(266) = 2.84, p < .05; 1,(77) = 1.46,p =
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Table 3

Experiment 1. Mean Correct Decision Times and Error Rates for “No” Decisions

in Synonym Judgment Task

Decision PI effect Error rate PI effect
Trial type time (ms) (ms) (%) (%)
High frequency

_Component-valid 23 0.86
Homophone foils 937 1.07
Control foils 914 0.21

Uncued phonology 49 0.85
Homophore foils 924 1.28
Control foils 875 0.43

M 912 36 0.75 0.86

Low frequency

Component-valid 80 492
Homophone foils 980 5.13
Control foils 900 0.21

Uncued phonology 55 3.42
Homophone foils 976 3.63
Control foils 921 0.21

M 944 67.5 2.30 417

Overall M 52 2.52

Note. PI (phonological interference) effect = (homophone foils — control foils).

.15. A Dunn’s multiple comparison showed a general
phonological effect for both frequency categories; for high-
frequency characters, ¢,(266) = 4.54, p < .01; t,(77) = 2.96,
p < .01; for low-frequency characters, 7,(266) = 8.54, p <
001; ,(77) = 3.55, p < .02. Thus, the phonological
interference effect was quite general over variations in both
component phonology and frequency.

Error rates were low but showed the expected complemen-
tary pattern: higher for homophone trials (2.78%) than
control trials (0.27%), F,(1, 38) = 36.88, p < .001, MSE =
0.19; F»(1, 11) = 507, p < .05, MSE = 0.01. This
phonological interference effect was not affected by compo-
nent phonology (2.89% for valid phonetics, 2.13% for
uncued phonology). Error rates were higher for low-
frequency (2.30%) than high-frequency characters (0.75%),
although this difference was reliable only by participants,
F1(1,38) = 13.34, p < .001, MSE = 0.192; F, < 1. As with
decision times, the interaction of frequency with the phono-
logical interference effect was reliable by participants, F;(1,
38) = 16.04, p < .01, but not items, F, < 1. The trend of this
interaction is that phonological interference effect was larger
for low-frequency (4.17%) than for high-frequency (0.86%)
characters.

“Yes” trials are of secondary interest in this task. For
completeness, the decision times and error rates are shown
in Table 4 along with the “yes” trials for the homophone
judgment task. Decisions were faster for high-frequency
trials than for low-frequency trials, and low-frequency
characters with valid components produced faster decisions
than low-frequency characters with uncued phonology.
However, this pattern was reversed for high-frequency
characters. It is likely that this reversal was due to the fact
that high-frequency characters with uncued phonology in-
cluded a large number of simple characters (9 of 48) that
could be identified more rapidly.

Homophone Judgments

Semantic interference, the difference between synonym
foil trials and control foil trials, was observed in the decision
times, as shown in Table 5. This 38-ms effect was reliable by
participants, F'(1, 38) = 57.35, p < .001, MSE = 1,952, and
by items, F,(1, 11) = 23.15, p < .001, MSE = 1,773. There
was also a 55-ms frequency effect, F(1, 38) = 56.12, p <
.001, MSE = 4,146; F,(1, 11) = 1452, p < .01, MSE =
4,315. The frequency and semantic interference effects
interacted reliably by participants only, F)(1, 38) = 543,
p < .05, MSE = 1,702; F,(1, 11) < 1. The trend in this
interaction is that semantic interference was larger for
low-frequency (49 ms) than for high-frequency (27 ms)
items. There was no effect of phonetic validity, F; and
F,<1.

Error rates were very low but converge with the conclu-
sions based on decision times. Error rates were higher to
synonym foils than control foils by an average of 3%, F (1,

Table 4
Experiment 1. Mean Correct Decision Times (in
Milliseconds) and Error Rates (%) for “Yes” Decisions

High Low
Trial type frequency frequency M
Synonym judgments

Component-valid 966 (5.98%) 968 (6.20%) 967 (6.09%)
Uncued phonology 915 (2.35%) 998 (5.56%) 956.5 (3.96%)
940.5 (4.17%) 983 (5.88%) 961.75 (5.03%)

Homophone judgments

Component-valid 908 (3.85%) 930 (1.92%) 919 (2.89%)
Uncued phonology 913 (2.35%) 954 (5.34%) 933.5 (3.85%)
910.5(3.1%) 942 (3.63%) 926.25 (3.37%)
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Table 5

Experiment 1. Mean Correct Decision Times and Error Rates for “No” Decisions in

Homophone Judgment Task

Decision SI effect Error SI effect
Trial type time (ms) (ms) rate (%) (%)
High frequency

Component-valid 16 1.92
- Synonym foils 892 235
Control foils 876 043

Uncued phonology 38 1.71
Synonym foils 906 1.92
Control foils 868 0.21

M 885.5 27 123 1.82

Low frequency

Component-valid 46 3.84
Synonym foils 964 491
Control foils 918 1.07

Uncued phonology 52 513
Synonym foils 966 5.56
Control foils 914 043

M 940.5 49 2.99 449

Overall M 38 3.16

Note. Sl (semantic interference) effect = (synonym foils — control foils).

38) = 35.43, p < .001, MSE = 0.315 and F,(1, 11) = 11.88,
p < .01, MSE = 0.0013. And they were higher to low-
frequency than high-frequency characters, although reliably
so only by participants, F(1, 38) = 11.91, p < .01, MSE =
0.293; Fy(1, 11) = 2.62, p = .13, MSE = 0.002. The
interaction of frequency with the synonym interference
effect was also reliable by participants only, F;(1, 38) =
937, p < 01, MSE = 0.214; Fy(1, 11) = 204, p = 18,
MSE = 0.002. The trend of this interaction is that synonym
interference was higher for low-frequency characters (error
rate = 4.49%) than for high-frequency characters (1.82%).
Again, there was no effect of component phonology, F; and
F,<1.

“Yes” trials. ““Yes” trials are of specific interest in the
homophone judgment task, because a valid phonetic might
be expected to facilitate evaluation of the character name. In
fact, as shown in Table 4, decisions were faster for charac-
ters with valid phonetic components than for characters with
uncued phonology, an effect reliable by participants only,
Fi(1, 38) = 494, p = .03, MSE = 2,790; F»(1, 11) < 1.
However, this effect was restricted to low-frequency charac-
ters, as suggested by the interaction of frequency and
component phonology, also significant by participants only,
Fi(1,38) = 8.45, p < .01, MSE = 2,016, but not items, F,(1,
11) = 1.35, p > .10, MSE = 4,461. Error rates showed no
reliable main effects of frequency and phonetic validity;
although low-frequency characters with invalid phonetics
produced higher error rates than other combinations of
frequency and validity, this interaction was significant by
participants only, F;(1,38) = 11.88, p < .01, F,(1,11) < 1.2

Discussion

Experiment 1 establishes several interesting facts about
the phonological interference effect. First, it confirms, with a

different set of materials, both the phonological and the
semantic interference effects reported by Perfetti and Zhang
(1995a). The effect sizes are comparable, although slightly
larger here than in the original studies: The phonological
interference effect was 52 ms in Experiment 1 and 46 ms in
Perfetti and Zhang (1995a) for 190-ms SOA. The semantic
interference effect was 38 ms in Experiment 1, compared
with 26 ms (at 190 ms) in Perfetti and Zhang (1995a). Also
replicating the original studies is the finding that ‘“yes”
responses were faster in homophone judgments (926 ms)

2In considering the conclusions from these results, a few
questions concerning the materials are relevant. For example,
although most pairs of homophones with valid phonetics had
different phonetic components, one homophone pair shared a
phonetic, creating a potential confound between partial visual
similarity and complete phonetic identity. Other potential questions
are noted in Appendix A. To assess whether the conclusions would
survive a more conservative inclusion of materials, we carried out
new items analyses that included only core and cohort pairs that
were free of any question. This resulted in the elimination of two
core characters and their cohorts in each condition. The results of
this new analysis confirmed the reported results. For example, the
analysis of decision times for semantic judgments confirmed a
general phonological interference effect, F>(1, 9) = 5148, p <
.001, MSE = 2,017. Component phonology, as in the original
analysis, produced no main effect, F> < 1, nor an interaction with
phonological interference. Frequency did become less reliable by
items, F»(1, 9) = 3.54, p = .09, MSE = 25,205, and its interaction
with the phonological interference was reduced and significant by
participants only, F, < 1. The interference effect was 59.5 ms for
low-frequency characters and 44 ms for high-frequency characters.
The pattern of error rate effects was unaffected by the reanalysis.
For homophone judgments, the pattern of significant results was
unchanged for both “no” and “yes” decision times and for error
rates.
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than in meaning judgments (962 ms). Although the reliabil-
ity of this between-task difference was not specifically tested
here, this difference is predictable on the assumption that
meaning evaluation and comparison is more complex than
pronunciation retrieval and comparison.

What Experiment 1 specifically adds to the pictare is the
conclusion that phonological interference effects in the
meaning judgment task arise at the level of the whole-
character name, rather than strictly at the component level.
The phonological interference effect occurred both for
characters with valid phonetic components and for charac-
ters lacking valid component phonology. Taking the error
data and the decision times together, the results indicate that
whole-character phonology is sufficient to produce interfer-
ence, whether that phonology is cued by a phonetic compo-
nent or not. Notice that finding little or no evidence for a
component effect does not mean that there is no component
phonology involved in character identification. We retum to
this point in the General Discussion and Conclusion.

The results also confirm a general frequency effect in both
pronunciation and meaning judgments. More interesting is
that the phonological interference effect occurred for high-
frequency as well as low-frequency characters. This sug-
gests that, in a meaning decision task, the no-semantics-
without-phonology effect is not a matter of slow retrieval of
low-frequency items. It is also consistent with the conclu-
sion that the interference effect is carried at the whole-
character level, where there is less reason to expect that
word frequency should interact with phonology. Neverthe-
less, there were indications in the data that the phonological
effects were larger for low-frequency items than for high-
frequency items, although in both decision times and error
rates these differences were reliable only by participants.
However, this interaction—allowing its reliability for the
moment—has a different interpretation than is usually given
to Frequency X Regularity or Frequency X Consistency
interactions in word reading. Because the 36-ms effect for
high-frequency words was reliable, any frequency interac-
tion is a matter of relative magnitude, not one of all-or-none
occurrence of a phonological effect.

Finally, the discovery of a component phonology effect in
homophone “yes” judgments, at least for low-frequency
characters, suggests that component phonology assists the
access to whole-character pronunciations. When the reader’s
task requires attention to the phonological forms associated
with the character, a convergence between the pronunciation
of the component phonetic and the character as a whole may

facilitate performance. This result converges with results
from naming experiments showing effects of phonetic
components on the naming of low-frequency phonograms.

Although Experiment 1 demonstrates that uncued (whole
character) phonology is sufficient for phonological interfer-
ence, it does not provide a clear contrast between valid and
invalid phonetic compounds. The characters that did not
contain valid phonetic components, the uncued phonology
characters, included several varieties—compounds (phono-
grams) with invalid phonetics, semantic compounds, and
simple characters. For example, among the 24 pairs of
homophones with uncued phonology characters, 10 pairs
were phonogram—phonogram, 2 pairs were semantic com-
pound—-semantic compound, 2 pairs were single character—
single character, and 10 pairs were mixes of the three types.
Although each of these varieties satisfies the uncued phonol-
ogy requirement, one might wonder whether their variability
poses problems of interpretation. Perhaps the presence of
simple characters and semantic compounds in the materials
somehow affected the readers’ tendency to use information
within a compound. However, the implication of this
possibility is that valid phonetics could be strategically used
in the task, since the variability in the uncued set meant that
there were more valid phonetics than invalid phonetics. The
results, of course, were otherwise. Nevertheless, it is clear
that a simple contrast that involves only phonograms—
characters with either valid or invalid phonetics—would be
informative and would reduce item variability. Experiment 2
provides this contrast, and by the use of a new set of
materials, further tests the generality of the result favoring
whole-character phonology in producing the phonological
interference effect.

Experiment 2

Experiment 2 is a replication of Experiment 1 with a new
set of materials that contained only phonograms. Some
phonograms had the same pronunciations as their phonetics,
whereas other phonograms had pronunciations different
from their phonetics. We refer to the first as valid phono-
grams, and the second as invalid phonograms. The structure
of the valid phonograms is the same as in Experiment 1. The
structure of the invalid phonograms of Experiment 2 is
shown in Table 6. As in Experiment 1, the tasks were
homophone judgment and synonym judgment. Unlike Experi-

Table 6
Experiment 2. Examples of Invalid Phonograms
Whole Pronunciation: Translation: Correct Correct
Character character whole character whole synonym homophone
type (component) (component) character judgment judgment
Homophone #E () Iyi/ {/guif) to lose
% (&) fyif (/duo/) to move no yes
Control % (ﬁ) Iyi/ (/gui/) to lose
&l (B) Jchuang/(/cang/) to create no no
Synonym # (R) Iyif {/guif) to lose
H (&) /diao/  (/zhuof) to lose yes no
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ment 1, each core character was viewed only one time by
each participant.

Method
Materials and Design

The materials were 192 phonograms, 48 core characters each
with three cohorts, paired to form 144 experimental trials. The 48
core characters included only 5 of those used in Experiment 2; only
3 of the 192 core—cohort pairings were the same as those in
Experiment 1. A core character and its three cohorts were matched
in character frequency, phonetic frequency, phonetic consistency
and phonetic validity. As in Experiment 1, frequency and phonetic
validity were defined over sets of core characters and their cohorts.
Half of the core characters and their cohorts were high-frequency,
average 266.9 per million, and half were low-frequency, average
10.8 per million, according to the Modern Chinese Frequency
Dictionary (1986). Within each frequency category, half of the core
characters and their cohorts had valid phonetics, and half had
invalid phonetics. As in Experiment 1 and in the writing system
generally, most of the characters that were phonograms (77%) were
of the left—right type, with the phonetic on the right in nearly all
cases (93%). Also within each frequency category, the frequency of
the characters with valid phonetics was closely matched with the
frequency of characters with invalid phonetics. Among the 48 pairs
of core characters and their phonogram cohorts, all pairs were
phonemic (segment level) homophones, and 23 pairs also had
identical tones. In summary, there were 12 core characters (plus
their cohorts) to represent each combination of frequency and
phonetic validity, for a total of 144 (12 X 3 X 2 X 2) unique
character pairings (See Appendix B).

A counterbalanced design ensured that each participant viewed
the core character only once. Each participant thus had 48
experimental trials, 16 “yes” and 32 “no.” In addition, there were
16 filler pairs in each condition, 16 homophone pairs for the
homophone judgments and 16 synonym pairs for the synonym
judgment trials, equating the number of “yes” and “‘no” trials.

Additional controls involved the frequency and the consistency
of the phonetics. The frequency of the phonetics was matched
across conditions (see Appendix B), with an average of 486 per
million. Also matched across conditions was phonetic consistency,
defined as the ratio of the number of characters containing a given
phonetic that have the same whole-character pronunciation to the
total number of all characters that contain the phonetic. For
example, for the character B (/jw/, intense), all the characters with
the phonetic /& (fju/, live in) are pronounced as /ju/, so the
consistency value is 1. For the character # (/yi/, to rely on), the
phonograms with the phonetic & (/yi/, clothes) vary: & (yi/, ro
rely on), % (Jyi/, descendants) and # (/xi/, to raid), so the
consistency value of % (/yi/, to rely on) is % (0.67). Consistency
value was calculated according to ChangYong XingShengZi (The
Common Chinese Phonetic Compound Characters, 1982).

Synonym ratings. To obtain 48 pairs of synonyms, ratings of
108 word pairs were obtained from an independent sample of 11
Mandarin speakers prior to the experiment. Half of the pairs were
judged to be synonyms by the experimenters, and the remaining 54
pairs represented a range of meaning similarity, from unrelated
through partial similarity. The raters were asked to indicate the
degree of meaning similarity of each pair of words on a scale of 1 to
5, in which 1 = identical meaning and 5 = unrelated, the opposite
anchoring of Experiment 1. In order to report scalar values that are
comparable across the experiments, the similarity scores were
transformed to allow 1 to define unrelated pairs and 5 to define
meaning identity. This resulted in an average meaning similarity

for the 48 synonym pairs of 2.84 (SD = 0.69). (For comparison, the
unrelated pairs had a mean of 0.44, SD = (.23, and the partial
meaning pairs had a mean similarity rating of 1.13, SD = 0.89.)
These 48 pairs defined the core characters and their synonym
cohorts for the experiment.

Subjects

Sixty native Mandarin speakers from the same population as
Experiment 1 participated with payment. None had participated in
Experiment 1. Thirty participants made synonym judgments, and
30 different participants made homophone judgments.

Procedure

The procedure was similar to that of Experiment 1, except that
words were presented on a computer screen rather than in a
tachistoscopic display and participants made a manual response
rather than a spoken one. A core character was exposed for 182 ms
(compared with 180 ms in Experiment 1), based on the 14-ms
refresh cycle of the computer screen. An experimental trial
consisted of a core character exposed for 182 ms with a 10-ms
interstimulus interval prior to the appearance of a cohort, which
remained displayed until the participant responded. Instructions for
synonym judgment and homophone judgment were the same as in
Experiment 1. Participants pressed a “yes” button when the two
characters were synonyms (in meaning judgments) or had the same
pronunciations (in phonological judgments), and pressed a “no”
button otherwise. As in Experiment 1, tone differences were to be
ignored. The experimental session began with 20 practice trials.

Results
Meaning Judgment

The important result in meaning judgment was that
phonological interference emerged strongly and generally
once again. Tables 7 and 8 show the decision times for
correct “no’” answers and Figure 1 shows the net phonologi-
cal interference effect. Participants required more time to
reject homophones than controls did, across all conditions.
This 41.5-ms effect was reliable by participants, F,(1, 29) =
5.54, p < .05, MSE = 18,498, and by items, F,(1, 22) =
5.03, p <.05, MSE = 21,114.

Phonetic validity was not reliable as a main effect, F,(1,
29) = 1.10, p = .30, MSE = 27,375; F, < 1, nor, most
important, did phonetic validity interact with foil type, F,
and F, both <1. Thus, the phonological interference effect
was not greater for valid than for invalid phonograms. As
shown in Figure 1, the magnitude of the phonological
interference effect (homophone minus controls) varied only
modestly (from 32 to 60 ms) around the overall mean effect
of 41.5 ms, and this nonsignificant variability actually
favored invalid phonetics (50 ms) over valid phonetics
(33 ms).

The frequency effect was nearly the same (31 ms) as in
Experiment 1 (32 ms), but it was not reliable, F,(1, 29) =
2.51, p = .12, MSE = 23,849; F,(1,22) = 240, p = .14,
MSE = 10,911. Of main interest is the interaction of
Frequency X Foil Type, which was not reliable either by
participants or by items, F; and F, < 1. The phonological
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Table 7
Experiment 2. Mean Correct Decision Times and Error Rates for “No” Decisions
in Synonym Judgment Task
Decision PI effect Error PI effect
Trial type time (1ms) (ms) rate (%) (%)
High frequency
_Valid 32 5.83
Homophone foils 1045 8.33
Control foils 1013 2.50
Invalid 60 6.67
Homophone foils 1051 8.33
Control foils 991 1.67
M 1025 46 521 6.25
Low frequency
Valid 34 6.67
Homophone foils 1047 15.00
Control foils 1013 8.33
Invalid 40 9.17
Homophone foils 1103 1333
Control foils 1063 4.16
1056.55 37 10.21 792
Overall M 415 7.08
Note. Pi(phonological interference) effect = (homophone foils — control foils).

interference effect was general across both high-frequency
characters (46 ms) and low-frequency characters (37 ms).

Error rates, although somewhat higher than in Experiment
1, produced a similar picture: more errors on homophone
pairs (11.25%) than controls (4.17%), F,(1, 29) = 13.38,
p < .01, MSE = 0.34; F5(1, 22) = 640, p < .05, MSE =
1.67. This phonological interference effect was not influ-
enced by whether the phonetic was valid (6.3%) or invalid
(7.9%) or by the frequency of the characters (7.92% for low-
and 6.40% for high-frequency characters), all Fs < 1.
Validity was not significant as a main effect, F((1, 29) =
3.01, p = .09, MSE = 0.17; F, < 1, nor did it interact with
frequency, F| and F, < 1. Unlike the decision time results,
the main effect of frequency was reliable, F,(1, 29) = 10.56,
p < .01, MSE = 0.29; Fy(1,22) = 798, p < .01, MSE =
0.88.

Although “no” trials are of primary interest, the decision
times and error rates of correct “yes” decisions are shown in
Table 8, along with the results for homophone judgments.

Table 8

Decision times were faster for high-frequency than for
low-frequency items, Fi(1, 29) = 5.99, p < .05, MSE =
29,391; F,(1, 11) = 8.47, p < .05, MSE = 8,710. No other
effects were reliable (all Fs less than 1). In error rates, there
was no main effect of either frequency or validity, all Fs < 1.
The interaction of frequency and validity was not reliable,
F((1,29) = 3.46, p = .073, MSE = 0.62; F5(1, 11) = 1.94,
p = .19, MSE = 3.88, despite a tendency for low-frequency
items only to show a validity effect (5%).

Homophone Judgment

As shown in Table 9, correct “no” decision times for
deciding that two characters did not have the same pronun-
ciation were longer for synonym pairs than for control pairs.
This 33.5-ms effect was reliable by participants, F,(1, 29) =
5.16, p < .05, MSE = 13,024, and by items, F>(1, 22) =
5.90, p < .05, MSE = 11,088.

Experiment 2. Mean Correct Decision Times (in Milliseconds)

and Error Rates (%) for “Yes” Decisions

Trial type High frequency Low frequency M
Synonym judgment
Phonetic valid 952 (10.0%) 1014 (7.5%) 982.5 (8.75%)
Phonetic invalid 941 (7.5%) 1031 (12.5%) 985.5 (10.0%)
M 946.5 (8.75%) 1022.5 (10.0%) 984 (9.38%)
Homophone judgment
Phonetic valid 843 (12.5%) 865 (17.5%) 854 (10.0%)
Phonetic invalid 824 (14.25%) 978 (32.5%) 901 (23.4%)
M 833.5 (13.4%) 921.5 (25.0%) 877.5 (16.7%)
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synonym judgment in experiment 2.

“No” decision times were longer for invalid phonograms
(mean = 961.5 ms) than for valid phonograms (mean =
930.5 ms). This 31-ms effect was marginally reliable by
participants only, F;(1, 29) = 3.88, p = .059, MSE =
14,628; F,(1,22) = 1.10, p = .30, MSE = 9,560. Frequency
was reliable both by participants and by items, F(1, 29) =
31.25, p < .001, MSE = 17,993; F,(1,22) = 11.38,p < .01,
MSE = 18,065. No interactions were reliable for Phonetic
Validity X Frequency, F;(1,29) = 141,p > 20; F,(1,22) =
1.72, p > .21. For Phonetic Validity X Foil Type, Foil
Type X Frequency, and Phonetic Validity X Foil Type X

Table 9

The phonological interference effect in decision times (homophone minus control) for

Frequency, all Fs and F,s < 1. Thus, the tendency for faster
decisions on trials with valid phonetics was general across
control and synonym foils and general across frequency.

Error rates showed the same synonym interference trend
as decision times, with higher error rates on synonym trials
(12.45%) than on control trials (6.85%), F (1, 29) = 9.18,
p < .01, MSE = 0.331; F5(1, 22) = 647, p < .05, MSE =
1.007. Frequency was marginally reliable by participants,
F((1,29)=3.92,p = .057, MSE = 0.308, F,(1, 22) = 2.25,
p = .15, MSE = 1.67. There was no main effect of phonetic
validity, F, and F, < 1.

Experiment 2. Mean Correct Decision Times and Error Rates for “No” Decision

in Homophone Judgment Task

Decision SI effect Error rate SI effect
Trial type time (ms) (ms) (%) (%)
High frequency
Valid 33 5.83
Synonym foils 908 10.83
Control foils 875 5.0
Invalid 27 7.35
Synonym foils 917 11.5
Control foils 890 4.15
M 897.5 30 7.87 6.59
Low frequency
Valid 37 415
Synonym foils 988 14.15
Control foils 951 10
Invalid 37 5.08
Synonym foils 1038 13.33
Control foils 1001 8.25
994.5 37 11.43 4.62
Overall M 33.5 5.6

Note.

SI (semantic interference) effect = (synonym foils — control foils).
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“Yes” trials. Responses on “yes” trials are of interest in
homophone judgments, because such trials give direct
opportunity to observe the use of the phonetic in carrying out
the task. As shown in Table 8, valid phonetics produced
faster decision times than did invalid phonetics, but only for
low-frequency characters. There was an interaction of
Frequency X Phonetic Validity, reliable by participants only,
Fi(1,29) = 8.82, p < .01, MSE = 14,820; F,(1, 11) = 3.54,
p = .087, MSE = 13,830. For high-frequency characters
there was a nonsignificant slowing of decision times for
characters with valid phonetics, F; and F, < 1. However, for
low-frequency characters, phonetic validity speeded deci-
sion times (865 ms vs. 978 ms), Fi(1, 29) = 9.76, p < .01,
MSE = 19,586; F,(1, 11) = 5.63, p < .05, MSE = 19,992.
Error rates tell a slightly different story: For both high and
low frequency, valid phonetics produced lower error rates
than did invalid phonetics, a difference reliable by partici-
pants, Fi(1,29) = 7.91, p < .01, MSE = 0.83, and by items,
Fy(1, 11) = 8.82, p < .01, MSE = 1.47. Also, error rates
were lower for high-frequency than for low-frequency trials,
F\(1,29) = 5.04, p < .05, MSE = 0.66; Fy(1, 11) = 8.09,
p < .05, MSE = 2.47. Although the interaction between
frequency and phonetic validity was marginally reliable by
participants only, Fi(1, 29) = 3.56, p = .069, MSE = 0.599;
Fy(1, 11) = 3.26, p = .09, MSE = 3.38; the larger validity
effect for low-frequency characters (15%) compared with
high-frequency characters (1.75%) suggests that validity
matters more for low-frequency characters. A post-hoc
analysis showed a reliable validity effect for low-frequency
characters, Fi(1, 29) = 9.02, p < .01, MSE = 0.89;
Fy(1, 11) = 6.29, p < .05, MSE = 3.82, but not high-
frequency characters, Fi(1, 29) = 1.13, p > 29, MSE =
0.531; F, < 1.

Finally, because validity effects seemed to be stronger for
low-frequency than for high-frequency characters over a
number of conditions and measures, we summarize these
effects in Table 10. Although the statistical reliability of
these effects are variable and confined to by-participants
analyses, the generality of the pattern is suggestive. As is
apparent in Table 10, validity effects were absent in both
decision times and error rates for high-frequency characters.
For low-frequency characters, validity effects were observed
in all conditions either in decision times, error rates, or both.

Table 10

Discussion

Experiment 2 provides further evidence for highly general
phonological interference in a meaning judgment task. This
size of the phonological interference effect (41.5 ms,
SOA = 192 ms) is comparable to that observed in Experi-
ment 1 (52 ms, SOA = 190 ms) with different materials.
Furthermore, as in Experiment 1, the phonological interfer-
ence effect was not dependent on component phonetic
validity or on character frequency. This result was obtained
with careful control over two important component factors,
the frequency and consistency of the phonetic.

Although there was no evidence that the phonetic is
responsible for the phonological interference effect, equally
interesting is evidence that the presence of a valid phonetic
facilitated judgment of pronunciation, at least for Iow-
frequency characters. Replicating the pattern of Experiment
1, readers were faster and more accurate for low-frequency
characters when the pronunciation of the character was the
same as its phonetic component. Furthermore, although not
statistically reliable, this tendency for the phonetic to
facilitate performance for low-frequency characters was
present even in semantic judgments.

Thus, we have two different glimpses of the relationship
between phonology and frequency in this experiment.
Phonological interference was observed equally for high-
and low-frequency characters. However, there was a tendency
for phonetic validity effects to be larger for low-frequency
characters. These two results imply that phonology arises at
two different levels in character identification. The phonologi-
cal interference effect is primarily a product of word-level
phonology, not component-level phonology. Both high- and
low-frequency words have their word-level phonology acti-
vated, and this produces the interference effect. However,
component-level phonology is also activated, and at least in
low-frequency words, this activation plays a role in charac-
ter identification, affecting both speed and accuracy of
judging meaning and pronunciation.

Although the results from Experiment 2 replicated the
critical results of Experiment 1 regarding general phonologi-
cal interference across variation in phonetic validity and
frequency, there is a visible difference in the results: The
overall decision times were slower in Experiment 2, and the

Experiment 2. Phonetic Validity Effects (Invalid Phonograms ~ Valid Phonograms)

Decision time (ms)

Error rate (%)

Task and
decision High Low High Low
type frequency frequency frequency frequency
Synonym judgments
Yes decisions —11 —2.5 5%
No decisions -8 53* —0.42 -2.92
Homophone judgments
Yes decisions -19 11358k 1.75 15%*
No decisions 12 50%* -0.09 -1.29
*05 <p<.10. **p<.05. ***p < .01
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error rates were higher. It is not possible to localize the
source of the overall speed and accuracy differences,
although three classes of possibilities are salient. One is that
different materials were used in the two experiments. In
Experiment 2, the careful selection of character compounds
constrained by phonetic validity, phonetic frequency, and
phonetic consistency, as well as whole-character frequency
might have led to materials that imposed more difficult
processing demands on the reader. One specific possibility is
that the exclusive use of phonograms, with many invalid,
created difficulty. Another possibility for the meaning judg-
ment task is that the synonym pairs were less similar in
Experiment 2 than in Experiment 1. This could have led to
higher error rates and slower decision times in the semantic
judgment task. However, this would not explain the slower
decision times and higher rates that were observed in the
homophone judgment task. An alternative possibility is the
laboratory display conditions. There are a number of differ-
ences between the tachistoscopic lab of Experiment 1 and
the computer display lab of Experiment 2, including timing
precision, luminance contrast, visual angle, and font charac-
teristics. Such differences can produce variation in the
functional visual display that affects performance. Finally,
Experiment 1 required an oral “yes” or “‘no” response,
whereas Experiment 2 required a manual response. Such
differences in materials and laboratories could have affected
response measures, but the pattern of critical replication of
effects stands in contrast to such variability.

General Discussion and Conclusion

These experiments add to the evidence that reading for
meaning in Chinese involves phonology; they also illumi-
nate the interpretation of the meaning judgment paradigm
that has produced this evidence. The most important results
concern the generality of the phonological interference
effect: Phonological interference is highly general over
character frequency and over component phonology. Also
important is the generality of the semantic interference effect
and its apparent independence from component phonology.
We discuss the implications of the generality-over-fre-
quency result, then the component phonology result, and
finally the semantic interference effect.

Phonology and Word Frequency

The evidence for phonology in high-frequency words
partially contrasts to results typically found in naming for
Chinese (Fang, Horng, & Tzeng, 1986; Hue, 1992; Seiden-
berg, 1985) and English (Paap, Chen, & Noel, 1987;
Seidenberg, Waters, Barnes, & Tanenhaus, 1984). On the
other hand, it aligns with evidence in English from identifi-
cation paradigms using backward masking (Berent & Per-
fetti, 1995; Perfetti & Bell, 1991) and priming (Perfetti &
Bell, 1991), which have found phonological effects across
both high- and low-frequency words. Moreover, even in
English naming, it is now clear that even high-frequency
words are affected by phonological consistency of spellings
(Jared, 1997). In Chinese naming, similar consistency

effects can be obtained for high-frequency words (Tan &
Perfetti, 1999). Thus, we conclude that phonological involve-
ment is quite general across word frequency in a number of
word processing tasks.

This conclusion on the generality of phonology, however,
may appear to be at odds with the semantic categorization
data in English. Following van Orden’s (1987) demonstra-
tion of homophone interference in semantic categorization
of high- as well as low-frequency foils, Jared and Seiden-
berg (1991) found homophone interference for low-
frequency words (foils) only when the semantic category
was “specific,” (e.g., car part—break) and not when it was
“general” (e.g., living thing—break). They interpreted this
difference as owing to a priming effect that occurs with
specific categories, which can prime a high-frequency
exemplar (e.g., car part—brake) that can interfere with the
“no” decision required by the homophone. Thus, on the
account of Jared and Seidenberg (1991), phonological
activation is genuine and prior to meaning activation for
low-frequency words but not for high-frequency words. In
semantic categorization experiments with Japanese Kanji
(Chinese characters), Wydell, Patterson, and Humphreys
(1993) found homophone interference for high-frequency
characters as well as low. However, because they used
specific categories, they pointed out that their result for
high-frequency words could be explained by the priming
mechanism postulated by Jared and Seidenberg: Priming by
a category name can eliminate frequency effects that would
otherwise control phonology. In the meaning judgment task
used in the present experiments, this kind of priming cannot
be a factor. The reader is not given a category name that can
prime a homophone exemplar. Rather the reader is given
first one character and then a second that is a homophone.
The only kind of priming that could occur here is phonologi-
cal—from a character to one of its many (not just one, as in
English) homophones. There is no value to this priming,
however, in a semantic task. Its occurrence would simply be
an example of the more general proposition that the pronun-
ciation of characters is activated automatically. Of course,
one may argue that what is important in the meaning
judgment task is the requirement to compare meanings, and
that this requirement encourages phonological coding of the
character. This is plausible. But it implies a fine distinction:
meaning can be accessed without phonology, but it cannot
be used without phonology.

Aside from the interpretation of the present phonological
interference results, we think there is more to learn about the
role of phonology in the meaning activation of high-
frequency words. Van Orden and Goldinger (1994) sug-
gested that for high-frequency words, “visual-phonologic
resonance’” can appear so quickly as to escape detection.
Methods that depend on 500 and more milliseconds of
response time might well fail to expose phonological effects
and lead to unwarranted null-result conclusions. Consistent
with this idea is a study by Xu (1997) using a response signal
linked to the onset of the category exemplar to control the
timing of the participant’s semantic category decision. He
found that high-frequency words (foils) actually produced
more interference at short SOAs (200 ms) than did
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low-frequency words; at 400 ms SOA, low-frequency words
showed the same magnitude of interference as high-
frequency SOAs.

These questions about phonological mediation and high-
frequency words, however, are beyond what the present
results can address. We do not conclude that our phonologi-
cal interference result for high-frequency words must be
explained by a mediation hypothesis, in which the meanings
of the characters are accessed on the basis of their pronuncia-
tions. This is because, more generally, we do not interpret
even the results for low-frequency words to require a
phonological mediation explanation. What the results re-
quire is that phonology is activated automatically. This
conclusion, in turn, raises the question of why this happens
in Chinese.

Whole Characters and Phonetic Components

The evidence of the present experiments is that the
phonological interference effect requires a whole-character
explanation: Phonetics that gave valid information about the
pronunciation of the character produced no more interfer-
ence than characters without such information. However, the
evidence also showed that the component phonology may be
used when phonology is required by the task, as it was in
homophone judgments. Even in semantic judgments, there
was a tendency (Experiment 2) for valid phonetics to lead to
generally faster semantic decisions on “no” ftrials for
low-frequency characters. Thus, we would not necessarily
conclude that phonological components play no role in the
access or use of meaning information.

We can summarize our conclusion on component phonol-
ogy this way: Component phonology is available to process-
ing as part of the character representation system. Reading a
character involves the activation of its component phonol-
ogy as well as its character-level phonology. When the
component phonology is consistent with the phonology of
the character as a whole, the convergent activation speeds
identification of the character and access to its meaning.
However, the duration of the component activation is short,
and character-level phonology and semantics come to domi-
nate the identification process. Thus, the effect of the
component activation is more observable in facilitative
situations, such as naming and pronunciation judgments,
where the convergent phonology assists in the task. In the
meaning judgment task, the interfering phonology arises at
the character level, as the meaning and the phonological
form associated with the character are automatically re-
trieved. Any prior activation of component phonology has
become irrelevant.

A full account of component phonology in character
reading must consider the role of frequency. Whether the
component activation is relevant only for low-frequency
characters, which take longer to achieve word-level access,
cannot be settled in these experiments. There is certainly a
suggestion across various conditions and measures of Experi-
ment 2 that validity effects—the difference between phono-
grams with valid components and phonograms with invalid
components—were more Vvisible in low-frequency than in

high-frequency characters (See Table 10). It may be tempt-
ing to conclude that a “race” between component processes
and character-level processes occurs, and the component
processes win the race only for slow-process (low-
frequency) characters. Of course, this sort of explanation is
familiar from the Frequency X Regularity interaction in
naming. However, we believe there is little reason to accept
this explanation until more work is done to sort out
important character and component effects, including, for
example, the frequency of the component relative to that of
the character. Although the standard assumption is that it is
the frequency of the whole (word or character) that modu-
lates the effect of component phonology, the relative fre-
quency of the component, which is likely to be higher than a
low-frequency character but lower than a high-frequency
character, could be a critical factor. The fact that component
validity effects for high-frequency words have been ob-
served in recent naming experiments (Tan & Perfetti, 1999)
also require a cautious conclusion concerning the assump-
tion that character frequency limits the role of a character
component. In sorting out the effects of components and
whole characters, the relative frequency of the phonetic, its
validity, its consistency, and possibly its combinability—the
number of different compounds that contain a given pho-
netic (Feldman & Siok, 1997; Taft & Zhu, 1997)—may need
to be examined.

Semantic Interference

It is also important that these experiments give further
evidence for semantic interference when readers make
judgments about pronunciation. Both Experiments 1 and 2
showed reliable semantic interference effects, replicating
Perfetti and Zhang (1995a). Such a pattern—interference of
semantics by phonology and interference of phonology by
semantics—requires an interactive account of lexical process-
ing that links meaning and form at the character level. It is
not that reading goes from orthography-to-phonology-to
meaning (although it may often do that). It is that the reading
of an orthographic form activates both phonological forms
and semantics and neither can be easily suppressed.

Why is There Phonology in Reading Chinese
for Meaning?

Beyond the interpretation of these interference effects is
the deeper question of why phonology is involved at the
word level in reading for meaning. The Chinese writing
system is best characterized not as logographic, but as
morpho-syllabic or semantic-phonological, reflecting the
multiple layers represented by the characters and their
components. In its phonetics, the system indeed has graphic-
phonological elements. The argument that all writing sys-
tems represent phonology to some extent (De Francis, 1989;
Mattingly, 1992) seems correct and such a universal has
implications for reading and writing work across language
systems. However, at the level of meaning analysis—the
whole character level—the relevant constituents are the
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meaning and the pronunciation of the character, rather than
its components.

It must be emphasized that even with its component
phonology, the Chinese writing system has an in-principle
potential for ignoring phonology by directly encoding
character meaning. Against this potential, the evidence that
readers do not ignore phonology is especially interesting.
‘We must look beyond computation of sublexical elements in
understanding this phenomenon: When readers, in alpha-
betic or nonalphabetic systems read words, they retrieve
their phonological forms, not just their meanings. This
phonological process may be universal, automatic, and
multilayered (involving any level of graphic-phonological
mappings allowed by the system), according to the universal
phonological principle (Perfetti et al., 1992).

The central role of phonology can be understood by
considering word reading in terms of the constituency model
(Perfetti & Tan, 1998, 1999; Perfetti & Zhang, 1995b). Word
identification is the momentary convergence of the three
constituents—orthographic form, phonological form, and
some nonformal (meaning) semantic substance, which are
the definitive constituents of word representations. This
understanding of word identification does not leave phonol-
ogy to some optional “‘code” (that may or may not mediate
meaning retrieval or lexical access). Instead, it places
phonology as a necessary constituent of the identified
object—the word such that it has orthography X, phonology
Y, and meaning range Z. Because the mapping of orthogra-
phy to phonology, at the word level, is more deterministic
(more nearly one-to-one) than the mapping from orthogra-
phy to meaning, there is a simple basis for expecting
phonological involvement in reading across writing systems.
Given a single printed word form, it usually has a single
corresponding phonological word form, allowing a strong
learned connection to develop between the two forms.

All fully represented alphabetic systems appear to behave
in this largely deterministic way.? Given a full spelling, a
pronunciation is largely determined, occasional exceptions
noted (e.g., read and wind in English). For computational
models with both feedforward and feedback activation
among orthographic, phonological, and semantic representa-
tions, orthographic—phonological connections must be stron-
ger than the orthographic-meaning connections. This in fact
is the idea underlying the recurrent network resonance
models of Van Orden and Goldinger (1994).

Chinese, at the whole character level, has a high degree of
one-to-many mappings from phonology to orthography;
there are many homophones. However, it is relatively more
deterministic in the reverse direction, the mapping of
orthography to phonology. For about 90% of characters in
modern use, there is only one pronunciation, according to
Zhou (1979). Thus, there appears to be an important shared
feature between the Chinese writing system and alphabetic
systems that allows both to have spoken word forms
more-or-less reliably connect with printed word forms.

This conceptual framing of word identification may help
in understanding the pervasive role of phonology in word
identification. And it applies as well to Chinese as to English
or Italian. Quite aside from the usual question of “‘prelexi-

cal” versus “postlexical”” phonology, the evidence is increas-
ingly supportive of the hypothesis that encounters with
printed words lead to activation of word-level phonology in
any writing system.

31In its typical unvoweled form, Hebrew does not behave this
way and is more deterministic from phonology to orthography than
the other way around.
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Appendix A

Materials for Experiment 1

No. Core Homophone Synonym Control

High-frequency phonetic-valid characters

1 3 2 & &
2 ﬁ C i #%
3 # & # 78
4 Hr 1iE 14 #
5 7 S = e
6 & e i3 i
7 & 1% i g
8 153 & AE® "
9 2 % % i3
10 # & e %
1 G| i b bo'
12 g = ' ¥
High-frequency uncued phonology characters
1 PE] B i3 il
2 £ # z ]
3 ] & k) ft
4 fl # ) w
5 ) X * il
6 2 % B R
7 i % B H
8 & H ® b=
9 1 i % iL
10 L H 3 g
11 S B ® &
12 # * e 7 "
Low-frequency phonetic-valid characters
1 £ N i Z
2 ® 3 B #
3 & ¥ E:S 7
4 fp¢ # i b2
5 % # i *
6 & % # B
7 % # £ ]
8 A 1 ffﬁ W
9 i 3 & B b2
10 E A B 7
1 e # % B
12 & Ey e 2
Low-frequency uncued phonology characters
1 & % R &
2 4 7 i =
3 ¥ B E fie
4 % # #® i
5 i A % )
6 # & ® ®
7 4 bz iy #
8 * 1’ e pi
9 B Ef # i
10 ® Bf 1 &
11 E # B =1
12 & & a B

Note. Phonetic of character ¥ is low in frequency; "Character "M has
two possible pronunciations, which are /xia/ and /he/; “Characters B and

have same pronunciations with their phonetics; YCharacter dx only
shares the vowel with its phonetic I ; “Phonetic of F is low in frequency;
fCharacters 75 , &, and B share some phonological information with their
phonetics.
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Appendix B

Materials for Experiment 2

No. Core Homophone Synonym Control

High-frequency phonetic-valid phonograms

1 B B £ #

. 2 i Z B 28

3 & ;! (G 7

4 & #® i #

5 ic % 1 i

6 & i o= ¥

7 1] # i ;o8

8 7 & b ]

9 2 % ¢ i

10 & W ta) s

11 b= # * b3

12 < " # iE
Character frequency (SD) 270.71 (213) 253.04 (229) 256.91 (273) 258.01 (190)
Phonetic frequency (SD) 513.81 (755) 476.80 (718) 508.29 (976) 509.39 (534)
Consistency value (SD) 0.77 (0.20) 0.78 (0.25) 0.82 (0.27) 0.70 (0.28)

High-frequency phonetic-invalid phonograms

1 ®_ % B’ i

2 # % ® il

3 B #® S i

4 % & # H

5 o # # -7

6 L] & # B

7 0} 7S b ]|

8 ® & % &

9 4 # M bl

10 # & # ¥

11 & Rz & 43

12 e % ) ®
Character frequency (SD) 276.24 (215) 276.24 (264) 275.69 (331) 267.96 (147)
Phonetic frequency (SD) 428.18 (730) 539.23 (871) 479.56 (382) 469.61 (423)
Consistency value (SD) 0.38 (0.30) 0.30 (0.16) 0.43 (0.29) 0.38 (0.22)

Low-frequency phonetic-valid phonograms

1 = & v rE

2 # E 3 ®

3 i3 B i £

4 Pl & R il

5 ] i B £

6 i % [i i3

7 B ® 3 E

8 A # #® bl

9 R’ o # Pl

10 i il # G5

1 e i ] ]

12 3} 5 & A
Character frequency (SD) 10.05 (4.78) 11.10(5.97) 11.10 (7.88) 10.66 (7.55)
Phonetic frequency (SD) 521.55(512) 485.64 (448) 543.65 (689) 492.82 (392)
Consistency value (SD) 0.84 (0.19) 0.84 (0.21) 0.78 (0.28) 0.82 (0.28)

(Appendix continues)
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Appendix B (continued)

Materials for Experiment 2

No. Core Homophone Synonym Control

Low-frequency phonetic-invalid phonograms

1 B L <1 B
2 i 1 it 8 %
3 M 9 ¥ xE
4 # 1’ % W
5 -3 E2d & 4
6 i) L4 % &
7 % ] 3 i
8 B i i #
9 # -3 ) 32
10 # 2] " &
11 B B | #®
12 % & i #
Character frequency (SD) 10.44 (8.83) 10.99 (8.83) 11.55 (9.02) 10.61 (7.73)
Phonetic frequency (SD) 448.62 (420) 489.50 (600) 411.05 377) 464.64 (461)
Consistency value (SD) 0.42 (0.29) 0.48 (0.26) 0.38 (0.26) 0.40 (0.27)
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