A Low-Radix and Low-Diameter 3D Interconnection Network Design
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Abstract

Interconnection plays an important role in performance
and power of CMP designs using deep sub-micron technol-
0gy. The network-on-chip (NoCs) has been proposed as a
scalable and high-bandwidth fabric for interconnect design.
The advent of the 3D technology has provided further op-
portunity to reduce on-chip communication delay. However,
the design of the 3D NoC topologies has important distinc-
tions from 2D NoCs or off-chip interconnection networks.
First, current 3D stacking technology allows only vertical
inter-layer links. Hence, there cannot be direct connections
between arbitrary nodes in different layers — the vertical
connection topology are essentially fixed. Second, the 3D
NoC is highly constrained by the complexity and power of
routers and links. Hence, low-radix routers are preferred
over high-radix routers for lower power and better heat dis-
sipation. This implies long network latency due to high hop
counts in network paths.

In this paper, we design a low-diameter 3D network us-
ing low-radix routers. Our topology leverages long wires
to connect remote intra-layer nodes. We take advantage of
the start-of-the-art one-hop vertical communication design
and utilize lateral long wires to shorten network paths. Ef-
fectively, we implement a small-to-medium sized clique net-
work in different layers of a 3D chip. The resulting topology
generates a diameter of 3-hop only network, using routers
of the same radix as 3D mesh routers. The proposed net-
work shows up to 29% of network latency reduction, up to
10% throughput improvement, and up to 24% energy reduc-
tion, when compared to a 3D mesh network.

1. Introduction

The technology driven integration of many cores into a
single chip is facing critical challenges such as high power
dissipation, resource management etc. In particular, the in-
terconnection network starts to play a more and more im-
portant role in determining the performance and power of
the entire chip [24]. In packet-switched on-chip network,
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which is the predominant network-on-chip (NoC) for tiled
multicore processors, communication among cores at dis-
tance experiences long latencies because packets need to
compete for resources on a hop-by-hop basis. To pro-
vide low latency and high bandwidth communication in
NoCs, many researches have been carried to optimize the
network in various approaches such as developing fast
routers [19, 20, 23, 28] and designing new network topolo-
gies [9, 18, 30].

The emerging three-dimensional (3D) stacking technol-
ogy has provided a new horizon for NoC designs. 3D stack-
ing is a technology that stacks multiple active silicon lay-
ers on top of each other, and connect them through wafer
bonding. It reduces interconnect delay via much shorter
vertical wires between the dies. It is estimated that 3D ar-
chitectures reduce wiring length by a factor of the square
root of the number of layers used [16]. The main bene-
fits of 3D stacking over traditional 2D designs are higher
performance and lower interconnect power due to reduced
wire length. Such an advantage enables higher transistor
packing density, which is particularly suitable for chip mul-
tiprocessor (CMP) designs, and has created unique oppor-
tunities and challenges to design low latency, low power
and high bandwidth interconnection network in 3D. Lately,
there has been an increasing interest in interconnection net-
work designs for 3D stacked CMPs [21, 25, 31]. Since
the major difference between 3D and 2D NoC is the pres-
ence of vertical links that connect different layers, existing
researches have focused mainly on optimizing the vertical
communication including choosing good vertical link archi-
tecture [25], designing more efficient routers to reduce ver-
tical hop count [21], and reducing power consumption of
routers via a multi-layered 3D technology [31]. However,
despite the previous efforts in minimizing the vertical com-
munication time, the 3D NoC of a CMP still incurs long
network latency mainly due to the the large network diam-
eter, much like in a 2D NoC.

The purpose of this paper is to develop a 3D NoC topol-
ogy of low latency. This is achieved through a low-diameter
network using long wires and low-overhead routers. There
have been a myriad of research decades ago on off-chip in-
terconnection network topology designs, especially in the
parallel processing community. However, there are essen-
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Figure 1. A sample 4x4x5 3D chip architecture.
Each node represents either a core or a cache
memory bank.

tial differences between on-chip interconnection networks
and their off-chip counterparts. The distinctions between
this paper and the past efforts mainly come from the physi-
cal constraints in 3D chips. Specifically,

e Nodes in 3D interconnect represent either cores or
cache banks which are typically tiled in 2D and stacked
in 3D regularly, as depicted in Figure 1. The links be-
tween different layers, at current fabrication stage, are
only vertical links connecting nodes directly atop or
below. It is not feasible to directly connect nodes on
different layers with an angle. This restriction elimi-
nates a large portion of topologies containing angled
links such as trees. In fact, the only freedom in placing
links lies within each layer. Therefore, it appears that
our problem can be reduced to using a low-diameter
2D topology, which has also been extensively studied
in the past. However, this brings another distinction
between this paper and the prior art.

e A low diameter 2D topology such as the flattened but-
terfly [18], or any other topology that can be flattened,
entails high-radix routers. For example, a fully con-
nected 2D network (diameter=1) for each layer in Fig-
ure 1 requires radix-18 routers (15 level + 2 vertical + 1
local port). Using flattened butterfly of diameter-2 re-
quires radix-9 routers (without concentration). Lower
radix routers, such as those in Express Virtual Chan-
nel [23], varietal tori or hypercubes, will continue to
increase the diameter of the network. Hence, to keep
the diameter in each layer very low, e.g., 1 or 2, one
must incorporate high-radix routers. Unfortunately,
high-radix routers accompanied with long wires im-
poses great concerns in their area and power overhead
in both routers and wires, which are the first-order con-
straints in a 3D stacked chip. Simply replicating those
2D designs in the layers of our 3D network would gen-
erate prohibitive area overhead and power surge.

e Finally, even though we have freedom in placing links
in each layer, long wires occupy 4 x to 8 x the width of
short wires [8]. Therefore, we may not be able to place
all desired long wires in one metal layer. This is a crit-
ical restriction in designing our topology. Therefore,
we need to seek an alternative that does not compro-
mise the network diameter.

In this paper, we develop a methodology for designing
a low-diameter 3D NoC using low-radix routers to achieve

low network latency. Our design is suitable for a preva-
lent 3D CMP architecture where all cores are placed in
the layer closest to the heat sink (for best heat dissipa-
tion), and the cache memories are stacked in the remain-
ing layers [4, 17, 26]. Our topology adopts the one-hop
router design in vertical vias [21], and replaces the level 2D
mesh with a network of long links connecting nodes that
are at least m mesh-hops away, where m is a design pa-
rameter. The mesh for the core layer is preserved for short
distance communication less than m hops. In such a topol-
ogy, communication that requires more than m horizontal
hops will leverage the long physical wire and vertical links
to reach destination, achieving low total hop count. Long-
range links have been used on-chip for improving the per-
formance of critical paths [29]. Long links have also been
inserted into an application-specific 2D mesh to reduce its
average packet hop count [30]. Although the main chal-
lenges in using long links are 1) they may limit the clock
frequency of the network; and 2) they may consume higher
power than shorter links, we demonstrate through our ex-
periments that we still obtain positive gains.

To use low-radix routers while incorporating long wires
as many as possible, we leverage the great advantage of 3D
stacking to distribute long wires onto different layers, re-
ducing the radix pressure on each router. Intra-layer long
distance communication may utilize the point-to-point long
wire at a different layer via vertical hops. We develop a
mechanism to automatically generate such a network topol-
ogy using Integer Linear Programming. Using this method,
we can distribute a fully connected 4x4 2D network onto
5 layers forming a diameter-3 3D network using routers
with same degree as a 3D mesh router. That is, any point-
to-point communication requires at most 3 hops. We also
present methods to scale our design with different layer and
core numbers. Our experimental results on synthetic traffic,
SPLASH?2, OpenMP, and SpecJbb 2005 benchmark traces
show up to 29% reduction in zero-load packet latency, re-
ducing the network energy by up to 24%, as compared to
the 3D mesh network.

The remainder of this paper is organized as follows. Sec-
tion 2 gives an illustrative example of our proposed topol-
ogy and its advantages over a conventional 3D mesh. Sec-
tion 3 discusses the details of our design methodology. Sec-
tion 4 explains the wire models. Section 5 shows the ex-
perimental results. Section 6 explains the scalability of our
proposed network. Section 7 discusses related works. Fi-
nally, Section 8 concludes this paper.

2. An Illustrative Example

In this section, we highlight the advantages of our pro-
posed topology over a conventional 3D mesh network us-
ing an illustrative example. First, we introduce the 3D
CMP architecture that our network is developed upon. A
3D CMP can be built in a number of ways. The first de-
sign is to place cores and caches in alternating locations,
both horizontally and vertically forming a staggered lay-
out [1, 25]. This design avoids direct contact between active
cores and interleaves cool cache banks evenly with hot ac-
tive cores. The second scheme redesigns the entire core and
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Figure 2. A motivating example.

other logic into a 3D circuit to span them across all lay-
ers of the chip [4, 31, 32]. This design reduces the wire
latency within logic to improve performance. The third de-
sign places cores in one layer, closest to the heat sink, and
cache memories in all remaining layers [4, 17, 26], as il-
lustrated in Figure 2(a). This design is the best in terms of
heat dissipation and scalability in number of layers. Our
network topology will be developed based on this layout,
but the principle is equally applicable to other architectures.

The mostly adopted interconnection network in 3D chip
is a regular 3D mesh network [21, 25, 31], as shown in Fig-
ure 2 (b). Here we omit some layers and the vertical links
for clarity. Each node represents a router associated with a
core or a cache bank. In such a network, packets are typi-
cally routed using dimension-order routing (DOR) such as
x-y-z. For example, when node A sends a packet to node
B in Figure 2(b), the routing path will follow the arrows
shown in the graph, traversing through 8 routers, or in 7
hops. Every hop involves certain delay in the router, creat-
ing long latencies between point-to-point communication.
Previous contributions have optimized the vertical link and
router architecture such that data transfer between any two
layers can complete in a single hop [21, 25]. Therefore, to
further reduce the network latency, optimizations must be
carried in each layer.

Our proposed topology aims to place long links between
remote nodes in a layer. For example, in Figure 2(c), when
node C sends a packet to B, it can directly go through the
long link CB’, and then B’B, taking 2 hops altogether which
is a significant reduction from 7. We will call CB’ a 6-
hop link since C and B’ are 6 hops away in the original
mesh with DOR. However, due to the wire area and node
degree restrictions (a node cannot take too many long links),
similar long links may not exist in all layers. For example,
when node A communicates with B, the similar 6-hop link
may not be available in A’s layer. Hence, A will borrow link
CB’ via a vertical hop, leading to a 3-hop path to B. This is
still shorter than the 7-hop path in a mesh. In an extreme
case where an m-hop (m > 1) link cannot be found in any
cache layers, we direct the request to the core layer using
the mesh that is preserved for core-to-core communication.
This is illustrated in Figure 2(c) for traffic from D to E. It
is easy to see that when m < 2, the routing distance in the
long-link topology is identical to that in a 3D mesh.

3 Design of the Proposed Topology

Knowing the advantages of long links, we now elaborate
the design of a network for a 3D architecture using long
wires. First of all, the core layer has many intra-layer per-
formance critical traffic such as the cache coherence mes-
sages. We preserve the mesh for the core layer because
the one hop traffic are most efficiently handled here. Tak-
ing them down to the cache layers would triple their hop
count and introduce more traffic in the entire network. Our
focus is to design a mechanism to connect the routers in
the cache layers with long wires. Adding long wires in
the cache layers reduces the non-uniformity of the shared
cache accesses, which implies that we can avoid complex
cache management techniques such as data migration since
all cache banks are of approximately the same distance to
the requesting core. Therefore, we only need to consider the
inter-layer traffic between the cores and the cache nodes.

3.1 The Rationale

The ideal diameter of such a 3D network is 2, mean-
ing that every pair of core-cache nodes are at most 2 hops
away: | horizontal plus 1 vertical hop. This would require
the intra-layer routing distance between every pair of nodes
be 1, indicating a clique (fully connected) network per layer.
This is clearly too expensive. Therefore, we relax the net-
work diameter to 3, allowing one more hop between any
pair of core-cache nodes to exist either horizontally or ver-
tically. If this hop is horizontal, then the routing distance
between any intra-layer pair of nodes is < 2. This is still
very expensive in total link count and router ports required
per layer. For example, the 4 x4 flattened butterfly topology
has a diameter 2, but requires routers of radix 9 which is
quite high especially in a 3D chip. Hence, we are left with
the choice of letting the extra hop be a vertical one. This
implies that the only horizontal hop in a 3-hop path is still a
long jump. However, it does not have to exist in every layer.
As long as it is in some layer, we can always use a vertical
hop to reach that layer, and then finish the route in 2 hops.
An intuitive example was given in Figure 2(c) for the path
between node A and B. This seems a feasible approach as it
does not require a long link to exist in every layer.

To achieve a true network diameter of 3, we need to en-
sure that every pair of core-cache nodes are within 3 hops
away, i.e., 2 vertical hops and 1 horizontal hop at most.
That is, for every node pair (¢, j) in a layer, there must be a
link between them either in this layer, or in a different layer
with end nodes that are vertically aligned with 7 and 5. This
means that we are implementing a clique, but the links are
in different layers. Essentially, we are slicing a clique onto
different layers with the top layer being a mesh, and each
of the remaining layers being a subgraph with smaller node
degrees and fewer links. Such a topology will be practical
for implementation in 3D. Note that we may not need intra-
layer 2-hop links as their 3D path length is 3, which would
not generate any hop reduction. Therefore, the subgraphs
can be even thinner without the 2-hop links. However, we
will leave this as an option, as having them in the subgraphs
can help to distribute the network traffic more evenly.

The reason we are able to achieve a low-diameter and



low-radix topology lies in the great advantage of the vertical
links, i.e., pillars that connect nodes on different dies. We
are taking advantage of the single hop in vertical direction
between any layers, but the connection among the vertical
routers does not form a clique, leveraging the recent contri-
butions in 3D router designs [21, 31]. Every router uses the
same number of vertical ports as in a 3D mesh, but inter-
layer links can be connected through a “connection box” of
only a few transistors (see Figure 5) that can be dynamically
turned on and off in every cycle to connect and disconnect
inter-layer links. This enables a single hop between any
layers using only one link between adjacent layers. Such a
technology leverage the short distance in the vertical direc-
tion of a 3D chip, so it is difficult to implement for off-chip
interconnection networks.

3.2 The Design Space

Our topology design is subject to the radix of the routers
(or the number of links) allowed in each layer. In this sec-
tion, we examine the design space for embedding a clique
into a 3D topology. Let L be the number of cache layers,
N be the node count per layer, and R be the router’s port
count for non-local horizontal links. Then every layer can
host RN /2 links maximally, and the total number of hori-
zontal links accumulating all cache layers is LRN/2. The
total number of links in an N-node clique is N(N — 1)/2.
Removing the 2(N — +/N) mesh links, the total links we
should distribute to the L layers are N(N —1)/2 — 2(N —
VN ). Therefore, to accommodate all the links, we must
have:

L];N > N(Z\;_ D —2(N —V'N) 1)

or 4
LR>N+——5 2
> +\/ﬁ 2

Also, our topology should have the same number of links
per layer as in a mesh network to keep the same network
bandwidth. This gives:

RN 4
T:2(N7\/N) or R:4fﬁ 3)

Hence, 3 < R < 4, meaning that some routers use 4 ports
and the rest use 3 ports. Combining equation (2) and (3), we

can obtain a set of practical solutions to our design space, as
listed in Table 1. The L column shows the number of layers

NTLR>[ R | L

16 12 3| >4
25 21 (32| >7
36 32 (33| >10

Table 1. Solutions space for a 3D N-node clique.
required to include all the necessary links. If the layer count
is greater than the given number, links can be replicated in
different layers, which could potentially offload some traffic
from the single long link design with minimum layer count.
The stacking depth is also limited by the current and future
technology in 3D integration. The ITRS projected that by
year 2011, the number of dies that can be stacked will reach

11 [37]. Hence, for N < 36, the L’s fall within a practi-
cal region for implementation. If the layer count is smaller
than the number given in Table 1, we can only incorporate a
subset of the links, which will be discussed in the next sec-
tion. When IV > 36, the layer count or the ports per router
required become too large. We will discuss the method for
scaling the topology for larger networks in Section 6.

3.3 Subgraphing a Clique Using ILP

The design space analysis shows that in theory, our
topology can be developed given the router port and link
count constraints. In practice, there is another important
constraint that must be considered for on-chip interconnec-
tion network design. This is the area overhead and wiring
complexity of those long links. If the space for global wires
is limited, we may not be able to place enough long links in
the cache layer, and would have to push the traffic to the top
mesh layer. This would reduce the attainable average hop
reduction, and impose the concerns on imbalanced traffic

distribution.

ERERE
|
Y(0,15,1) X(0,15,1)|

i }
R13 R14 R15
— —

Figure 3. The Boolean variables for wire routing.

Therefore, our goal is to select the wires that satisfy the
port, link, and area constraints while achieving the largest
reduction in hop count. This selection process can be car-
ried systematically through Integer Linear Programming
(ILP) which is a powerful method for maximizing (mini-
mizing) certain objectives through determining a set of de-
cision variables, subject to some constraints. We will now
discuss these three main ILP components: variables, objec-
tive function, and constraints.

3.4 Decision variables

Our decision variables are all boolean variables repre-
senting whether a wire connecting node ¢ and j on layer k
should be selected. However, we need to take into account
how the wire will be routed on-chip as their layout will af-
fect the area and wiring density around the routers. Since
wires are laid out in horizontal and vertical directions only,
we use two directional variables X ; ;, and Y; ; ;. to indicate
whether the wire is routed first in the x or y direction. For
example, in Figure 3, the wire between node 0 and 15 on
layer 1 is represented by Xy 15,1, indicating that the wire
is first routed in horizontal direction, and Y} 15 1, indicating
that it is first routed vertically. As a wire can be only routed
in one direction first, we have

Xk Y <1, 05 X558, Yijin,

Xighe=Xjiks Yijrk =Yk 4)
3.5 Objective function

Our objective is to maximize the latency reduction in
the network. Different wires have different latencies. As



we will discuss in Section 4, we will pipeline long wires
if higher network frequency is required. We take this into
consideration for calculating the latency. Let us first con-
sider the hop count between a core node with coordinate
(x,y,0), and a cache node with coordinate (u,v,w). Let
1 be this cache node, and j be another cache node on the
same layer with coordinate (x,y,w). As we can see, in a
3D mesh, the hop count between (x, y, 0) and (u, v, w), de-
noted as H,,csp (4, ) is the Manhattan distance between 4
and j plus 1:
Hpesn(i,7) = Manhatten(i,j) + 1 5)
In our long wire topology, the hop count between (z, y, 0)
and (u,v,w) is 2 if the wire between ¢ and j is in layer
w, and 3 otherwise. We assume that the traffic is uniform
random since our study is general purpose. Thus, there are
1/L (there are L layers of cache) chances that the hop count
is 2. Hence, the hop count between (z, y, 0) and (u, v, w) in
our long wire topology is:
. 1 L—-1 1

Hlong(z,j):2><z—|—3>< :3_Z (6)
The latency for packet transmission can be expressed
as [23] L = D/U + L/b + H x T’r‘outer + Tcontention,
where D is average Manhattan distance, v is signal prop-
agation velocity, L is packet size, b is channel bandwidth,
H is hop count, T}.pyter 18 router delay, and Teontention 1S
the delay due to network contention. We assume uncon-
tended network to formulate our latency calculation (i.e.
Teontention = 0). For example, the 6-hop long wire with
pipelined design requires 3 cycles under 3GHz frequency
(see Section 4). The value D is the total wire length of a
path (1 level 6-hop wire and up to 2 vertical pillars). The
vertical pillars are significantly shorter than the long wire,
and thus can be neglected for simplicity. Thus, D /v only
depends on the clock frequency of the long wire, e.g. 1ns
for the 6-hop long wire and %ns for a 1-hop mesh link under
3GHz. The value b is 1 flit per cycle. The value H can be
obtained from (5) for mesh and (6) for long link network.
L and T ,yte are both constants. The packet latency can
be then computed by summing up the above values. Let
L;"; and Lt ; be the packet latency in mesh network and
long-link network respectively. The objective function can
be expressed as:

L—-1 N—-1 N-1
wax (55 Sonewous i) o

k=0 i=0,i#j j=0

3.6 Constraints

We first discuss the area constraints for wiring long links,
and then summarize mathematically the rest constraints that
we discussed earlier.
Wiring Area. The number of wires that can be routed in a
interconnection network is limited by the size of the router
as well as the area taken by the wires. The wiring den-
sity for interconnection network is referred as the maximum
number of tile-to-tile wires routable across a tile edge [15].
Therefore, given the size of a router, the number of global
wires that can be routed through the router is fixed. Studies
show that global wires can consume 4 to 8 times the area
(width+spacing) of short local wires [8]. The link in a reg-
ular mesh spanning one tile is a short wire. In our topology,

we have wires spanning from 2 to v/N — 1 hops. The 2 and
3-hop wires are considered as short and medium wires, and
rest are considered as long wires.

Let W; ; denote the area taken by the wire from node 4
to j, Amnae be the wiring density in unit of the area for one
short wire. Let s denote a one hop segment between two
neighboring routers, and S denote the union of them. Then
the area constraint for wiring can be expressed as:

all wires

Z Wiva(X’iyjyk—’—Yi,j,k) S Amaw7 Vk,o <k< L,\V/S =)

passing thru. s
(@)
The sum can be expanded by examining the routing paths
of all wires. The constant W; ; and A,,4, are determined
as follows. If the Manhattan distance between ¢ and j is
larger than 3, W; ; is 4x the area of a short wire. Oth-
erwise it is 1x. For A,,,., we define that the total pitch
(width+spacing) of wires in one hop does not exceed the
edge of a 3D mesh router. Note that the routers in our
topology are no larger than that of a 3D mesh router be-
cause of the port constraint we defined. Therefore, our
area overhead does not create pressure in routing the in-
troduced long wires. In our experimental setting, the wire
bandwidth is 130 bits (data + control). Every such bundle is
doubled to support bidirectional communication. Accord-
ing to the ITRS prediction in 2006 [37], the semi-global
wire width is 180nm. Previous studies on 3D mesh routers
of 5 horizontal ports show that its area is ~0.37mm? [25].
Hence, we have 130x2xxx180nm<+/0.37mm, where =
indicates how much area, in multiple of the semi-global
wire width, is allowable per 3D mesh router’s edge. There-
fore, Ajpar = x < 12. That is, we can arrange up to 12x
the area of a semi-global wire per hop. This can accommo-
date, for example, 3 long wires, or 2 long wires plus 4 short
wires etc., depending on the global gain calculated from our
objective function defined in equation (7).
Router Port. We have discussed earlier that we use only
low-radix routers in our network. Hence, we define that the
number of ports per router should not exceed the maximal
ports per mesh router, denoted as P,,,;, which is typically
7 (4 intra-layer, 1 local, and 2 vertical) unless more pillars
are used. Hence,
0<j<N
Z (Xijk+Yijk) < Pran,¥i,0<i < N, Vk,0<k < L
J#i
Total Links. We have discuss in equation (3) that we ke(egrg
the total number of links in the same amount as in a mesh,
which is 2(N — v/N), to provide the same network band-
width. This can be defined mathematically as:
N—-1N-1
SN (XG5 k) + Y (04, k) 2N =VN)  (10)
i=0 j#i
3.7 Summary and ILP efficiency
Putting everything together, we have defined the boolean
variables of our ILP problem as X (4, j, k) and Y (¢, j, k) to
indicate the wires and their routing direction. The results of
these variables are determined by evaluating the objective



function specified in equation (7) subject to the constraints
defined in equation (4), (8), (9), and (10).

The constraints and the objective functions were formu-
lated using the front-end AMPL language [10]. The system
was solved using the state-of-the-art ILP solver Ipsolve [3].
Due to the presence of large number of decision variables
and complex constraints, directly solving the entire system
of equations requires several days to get the final results on
a 2.4GHz dual-core Intel Xeon workstation.

To improve the efficiency, we divided the decision vari-
ables into two groups — one for short wires, and the other for
long wires. Since long wires are more effective in reducing
hop counts, they are given higher priority. Therefore we first
use ILP solver to map long wires. Considering the wire area
constraints, the number of long wires between any single-
hop node pair is no more than 3. Other constraints on link
and port count remain unchanged. After obtaining the rout-
ing of long wires, we then apply the solver again to find the
routing for short wires. With this two-phase optimization,
we can generate result within 1 minute fora 4 x4 x (4 or 5)
topology. Note that even though our network size, objective
function, variables and constraints are all fixed, changing
the ILP solving procedure will result in different topolo-
gies. Our experimental results show that the difference in
the produced topologies before and after the optimization
does not have impact on the average network latency.

3.8 A sample topology generated

We now present a sample 3D topology generated using
ILP. A 4 x 4 x 5 (16 cores and 4 cache layers) 3D chip’s
network was solved. The resulting topologies for all cache
layers are shown in Figure 4. In the figures, the bold lines
stand for long wires that are thicker than short wires.

The constraints we used here are in line with the discus-
sion in Section 3.2. Apart from the vertical ports and local
port, each router is restricted to a maximum of 4 intra-layer
ports. For each 16-node layer, the total number of wires
allowed is 24, which is equal to that of a mesh. For a 16
(nodes) x4(layer) network, there are 96 links that are equal
to or longer than 2 hops. The ILP solver was able to place
all those links into the network under the port, link and area
constraints.

As we can see from the resulting topologies, the wire
densities in the center of the topology tend to be higher
than those along the edges. However, all segments be-
tween neighboring routers are limited by A,,,.. (12). We
will show in our experiments later that our total network
energy is less than that of a mesh because of the hop count
we saved.

3.9 Routing Algorithm

We choose the deterministic routing algorithm in our
topology as it produces the minimal hop count. Once the
topology is generated, our routing algorithm is also deter-
mined: when a core with coordinate (x, i, 0) generates a re-
quest to a cache bank (u, v, w) on the wth layer, the router
of the core checks whether the long link between (x, )
and (u,v) exists in any layer [. If so, the routing path is
computed as (z,y, 0)—(z, y, )—(u, v,l) —(u, v, w) with 3
hops. Note that if [ = w, the route is completed in 2 hops.

When the data bank responds to the core’s request, the same
path in a reversed order is used. If the long link between
(z,y) and (u, v) does not exist. The request will follow the
DOR algorithm such as XYZ or YXZ. The cache-to-core
traffic will also follow the same path, but in a reversed or-
der. Also, in addition to deterministic routing algorithm, we
used 3 VC per port to avoid deadlocks in our network. Our
current deterministic routing has generated encouraging im-
provement in network latency (see Section 5). We will use
an adaptive routing in the future to balance the traffic load
and further improve the performance.

3.10 Routing Table

We use routing tables to implement our routing algo-
rithm. Each router with coordinate (z,y, z) has a lookup
table that contains the information for the location of the
long link from router (x, ¥, %) to any router (u, v, *), where
* represents any layer, and u, v represent coordinates other
than z, y. This is because a packet arriving at a router will
first search for the long link that reaches the destination. If it
is in the current layer, the packet will be routed across. Oth-
erwise, the packet will be first brought to the layer that has
the long link, and then routed across. Therefore, the routing
tables for a column of routers are identical. For our 4 x4 x4
network, there are 15 entries in each table. Each entry of
the table (in a router (x, ¥, 2)) contains the location of the
long link from (z, y, *) to (u, v, *): layer ID and output port
ID which require 2 bits for each. Hence, the routing table
size for the 4 x4 x4 network is 4 x 15 = 60 bits.

3.11 Discussion

Although our design results in different interconnections
in different layers, the maximum radix of routers of all lay-
ers and the total number of links in every layer are the
same as in a mesh. The only difference among layers is
the wiring. Fortunately, our proposed ILP methodology can
help to automate the process of generating the topology and
wire layout. Also, additional constraints can be added to
satisfy manufacture and technology requirements. When
the topology is modified, the only change to the network
is the routing table contents. The routing algorithm remains
the same.

4 Modeling L.ong Wires

In section 3.6, we discussed the handling of global wire
area. In this section, we focus on its delay and energy con-
sumption. Global wires are placed in the top metal lay-
ers, e.g. metal 7 or metal 8 layer. They are thicker and
wider than local wires that are placed near the device layer.
Because of their size, global wires take longer time and
more energy to carry signals than local (short) wires. If our
single-hop long link takes only one clock cycle to complete,
the delay on the longest link in our topology will have an
impact on the clock frequency of the network. For this rea-
son, we will model the long wires with two different clock
frequencies: one that can allow the longest link to trans-
mit signals in one clock cycle, and another that requires
pipelined wire designs for higher clock frequencies. Their
impact on the overall network latency and energy consump-
tion will be shown in the experimental section.
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For all types of wires (long or short, pipelined or none),
we use HSPICE with 45nm BSIM4 technology model from
PTM [35]. The supply voltage Vdd is 0.8V and the operat-
ing temperature is assumed to be 70°C.

Single-cycle long wires. There has been an incessant ef-
fort in minimizing the delay of global wires, especially
with the shrinkage of process dimension. Successful re-
searches have been carried to lower the resistance of elec-
trical wires and provide high speed (near velocity-of-light)
and high bandwidth [5, 7, 14] global wires. New technolo-
gies such as optical [22] and radio frequency [6] signaling
have also been proposed for on-chip communication. These
innovations can be leveraged for designs utilizing global
wires [18, 29, 30]. However, we will use the conventional
global wires with repeaters to illustrate the applicability of
our design even in the current technology.

We modeled the delay for both long and short wires.
For long wires, we obtain a delay-optimized design through
carefully inserting the wire repeaters. We first refer to ITRS
2007 to obtain the latest dimension of wires, e.g. 1.5mm
per hop, which are then used to calculate the wire par-
asitics (capacitance and resistance) in the PTM intercon-
nection model [36]. Using these parameters, we calculate
distances between the inverters and the size of them for a
delay-optimized wire of certain length. Since there should
be even number of inverters on every wire, we round the
delay-optimized repeater number up to the nearest even in-
teger. Then we shrink the size of each inverter to reduce
its power without affecting the delay. To model the wire
power, we used the bus coupling model in [13]. To simu-
late the cross coupling effect between wires, we connected
every adjacent wire pair with coupling capacitor using the
PTM interconnect model [36]. We simulated the wires un-
der the worst case scenario where every wire has an inverse
voltage level change with its two neighbors.

The resulting delay and energy for wires of 1-6 hops are
listed in the “sng” columns of Table 2. Note that the 1-
hop wire is simply the short links in a mesh network. The
slowest long wire is the 6-hop wire with a delay of 957ps.
This is sufficient to sustain a |GHz network such that every
link requires only 1 clock cycle to transmit a signal. We
consider this frequency reasonable because 3D chips have
high constraint in heat dissipation and high clock frequency
may not be preferred. Furthermore, the power and energy
of n-hop long wires are less than n times the power and
energy for a 1-hop wire. Our later results will show that
using single-cycle long wires will achieve energy reductions
in routers and wires, in addition to latency reduction.

layer;

ctrl—l |:{> ctrl—l b— ctrl

layeri. laver
yeri

Original connection box Revised connection box

Figure 5. Connection box transistor logic.

Pipelined long wires. The single-cycle long wires can sus-
tain a network frequency of no more than 1GHz. To obtain
higher clock frequencies, the long wires must be segmented
and pipelined to accommodate smaller cycle time. We im-
plemented pipelined long wires that can sustain a 3GHz
network. The long wires are divided into N segments by
N — 1 flip-flops (FF). For example, the /N for the longest
6-hop wire is 3. Note that we still need repeaters to drive
the wire load. The repeater distance and sizes are designed
in the same way as in single-cycle long wires. However,
the FFs are more expensive in both power and area than
the repeaters. Therefore, we decreased their size for lower
power. This shrinkage will positively impact the wire delay.
Hence, we increased the repeater size to offset the delay in-
crease while making sure we still save power. The results
for repeaters, FF, delay and power/energy are given in the
“ppl” columns of Table 2. As we can see, the total energy
for transmitting one bit has increased noticeably for all long
wires. We will show later that such increase does have an
impact on the overall network energy for some workloads.
Modeling pillars. For vertical pillars, we followed the
scheme proposed in [21], paying special attention to the
connection box between adjacent wire segments. In our set-
ting, the nMOS-only design with an inter-layer wire length
of 50um shows a decrease in output when passing logic 1.
After several stacked nMOS stages, the output reduces to
nearly the Vth (0.3V in our 45nm transistor model), which
is difficult to be recognized by the next stage logic. There-
fore, we revised the connection box with a pair of nMOS
and pMOS —transmission gate, as illustrated in Figure 5.
Simulation results show that this design solves the voltage
drop problem. However, using transmission gate requires
the complementary control signal, which increases the con-
trol wire numbers. We report the results based on this re-
vised model. We obtained the energy for transmitting one
bit on a pillar that goes through 2 layers (50um), 3 and 4
layers are 111, 211, and 293fJ respectively.



-hop || repeaters | flip flops delay(ps) | clock cycles | Dynamic P (mW) | Static P (uW) Total E (pJ)

link || ppl | sng | ppl | sng | ppl | sng | ppl sng ppl sng ppl sng ppl sng
6 9 7 2 0 | 958|957 | 3 1 491 1.09 11.87 | 537 | 1.641 | 1.094
5 7 5 1 0 | 644 | 951 2 1 6.51 0.94 9.68 | 291 | 2.182 | 0.945
4 6 4 1 0 | 636|959 | 2 1 432 0.82 8.58 1.71 | 1.449 | 0.823
3 4 3 1 0 | 629 | 826 | 2 1 224 0.35 356 | 091 | 0.750 | 0.349
2 3 2 0 0 | 318 | 505 1 1 0.75 0.32 323 | 056 | 0.256 | 0.324
1 1 1 0 0 | 221 | 221 1 1 0.70 0.70 2.89 | 2.89 | 0.238 | 0.238

Table 2. Modeling results of single-cycle and pipelined long wires. “ppl” stands for “pipelined”. “sng” stands
for “single-cycle”. “P”, “E” stands for power and energy respectively. The power and energy results are for
transmitting one bit on one wire. The total E is calculated as (dynamic + static power)xclock cyclesxcycle

time.

5 Performance Evaluation

In this section, we present simulation-based performance
evaluation of our proposed 3D topologies, and the 3D mesh
with the state-of-the-art router designs developed in previ-
ous researches [21].

5.1 Simulation Infrastructure

To model and compare different network designs, we ex-
tended a cycle-accurate 2D NoC simulator Noxim [41] de-
veloped in SystemC into a 3D network. The simulator mod-
els all major components of the NoC: routers, wires, and pil-
lars down to the level of details such as a signal or a switch.
We also augmented the energy model in the original Noxim
to characterize the 3D behavior. The technology and energy
parameters were obtained from Orion [34] for routers. The
power model for wires and vertical pillars were from Sec-
tion 4. Other essential parameters used in our simulator are
listed in Table 3.

We used both synthetic and real workload traces to test
different networks. For the 3D mesh, we evaluated DOR
routing algorithms. The routing for our topology is de-
terministic as explained earlier. The synthetic traffic uses
1 flit for request messages and 5 flits for data messages.
We tested Uniform Random traffic (each node uniformly
injects packets into the network with random destinations)
and HotSpot traffic (different processors generate requests
to the same region of cache banks with high probability).
The real workload traffic traces include SPLASH-2 [40],
OpenMP [38] and Specjbb 2005 [39]. They are gathered
from the full-system simulator Simics [27] configured into
a multicore processor with large shared last level cache to
mimic our 3D chip. Each workload was simulated for 50M
instructions per core. This generated > 500K packets per
workload. The detailed processor configurations are listed
in Table 4.

The router microarchitecture has typical components as
in a state-of-the-art NoC router. We have described the con-
nection box in building vertical pillars. The intra-layer com-
ponents are input buffers, a VC allocator, a routing unit, a
switch allocator and a crossbar. Each router has 5 intra-
layer ports, and each port of the router has 3 VCs. The
buffer depth of each VC is 5 flits, the size of a packet. Pack-
ets of different message types are assigned to corresponding
VCs to avoid message deadlock. The arbitration scheme of
switch allocator is round-robin. We use determined routing

algorithm to avoid routing deadlock, since packet could ac-
cess the horizontal destination in one-hop with long wires.
Both the mesh and long-link network use the same router
architecture except for their port numbers.

5.2 Network Latency Reduction

Figure 6 plots the average flit latencies for a4 x4 x4 3D
chip (3 cache layers) using two different traffic. The curves
labeled with “long” and “long_pipeline” are the results
from our topology with single-cycle long wires (1GHz) and
pipelined long wires (3GHz) respectively. The rest curves
are results for a 3D mesh using different routing algorithms:
ZXY, ZXY-XYZ, and XYZ. The ZXY-XYZ means that the
communication initiated by the core is first routed down,
and then across the destination layer. Among the three al-
gorithms, our experiments show that XYZ outperforms the
other two most of the time. Therefore, we only show the
XYZ and pipelined long wire results for the 3GHz network.

The results show that both long-link based topologies
outperform the 3D mesh in terms of latency and throughput
(for HotSpot traffic) under almost all injection rates. For the
HotSpot traffic, the cores may generate high volume of traf-
fic to the same region of cache banks (4 in our setting) in one
layer. As we can see, the no-load latency of the 3D mesh
using XYZ routing is improved by 25.7% and 20.2% for
single-cycle and pipelined long link topology respectively.
Also, the network saturation point of our topology is 10.8%
later than the XYZ-mesh, resulting a noticeable throughput
increase under our topology. The reason for the improve-
ments is that the long-link network distributes congested
intra-layer hotspot traffic onto different layers, because the
long links to the hotspot are not placed in the same layer.
This effectively balances the traffic congestion in the entire
network, proving the advantages of our design.

For the Uniform Random traffic, the zero-load latency
sees a 25.9% and 20.4% improvement for IGHz and 3GHz
respectively. However, the network saturation point is 3.5%
earlier than the 3D mesh. This is mainly due to the im-
balanced traffic distribution in the topology under high uni-
form injection rates. Recall that the network topology of our
modeled 3D chip was shown in Figure 4. The 3-layer cache
design cannot accommodate all the links in a clique exclud-
ing the 1-hop links. Therefore, for those missing links, all
those traffic are routed to the top core layer, creating con-
tention when the traffic injection rate is high. In fact, the 4
clique has 120 links in total. They can be subgraphed into 5
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Characteristic Parameters Number of Processors 16
Technology 45nm Issue Width 4
Vdd 0.8v ISA SPARC
Network size 4x4x (4 or5) L1 conf. 32K-1/D, 4 way, 64B/line, 2
Routing DOR / Determined Routing cycles
Router delay 2 cycles L2 size 512KB/bank, 48 banks, 16
virtual channels/port 3 way, 64B/line, 10 cycles
flit size 128 bits Cache coherence protocol || MESI_.SCMP
number of pillars 2~4 per node Memory DDR2-800, 55ns (220 cycles)
frequency 1GHz Processor frequency 4GHz
simulation warmup(cycles) || 20,000
Analyzed packets 100,000 Table 4. Architecture parameters for trace genera-

tion.
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Figure 6. Average network latency for a 4 x4 x4 network with 1GHz and 3GHz frequencies.

layers, each having 24 links. The 3 cache layer design dis-
carded 24 links, and distributed the rest (24 x4) links onto
4 layers including the mesh layer. Hence the mesh layer is
loaded with double the traffic of any cache layer because it
absorbs both one-hop and the traffic that cannot be routed in
the cache layers. If we increase the the cache layer number
to 4, and allow the 4" layer to also use 24 links, then the
traffic will be perfectly distributed onto 5 layers, resulting
a more balanced design. The latency results using 4 cache
layers are plotted in Figure 7.

The results show noticeable improvement in both net-
work latency and throughput. The no-load latency for the
Uniform Random traffic is improved by 29.6% (1GHz) and
23.9% (3GHz) for long wire designs. The latencies for
HotSpot traffic are also increased by 29.5% and 23.9% for
1GHz and 3GHz respectively. The saturation point of both
long wire designs are 3.5% (Uniform Random) and 10%
(HotSpot) later than the XYZ routing in mesh, indicating a
throughput improvement as well. At this time, the latency
of long wires has 86% improvement over the mesh. Also
the latency gap between the two topologies does not narrow
as quickly as the 3-layer design. We will use the 4-layer
cache design to present the subsequent results.

Impact of pillar number. It has been noted by previous re-
searches that the vertical communication in 3D chip is criti-
cal to the network performance [21]. This is also the case in
our design, as we use vertical hops to reduce the complex-
ity of routers. Previous works have shown that Through-
Silicon-Vias (TSV) have pitches of 4~10um [12, 21]. With
this dimension, the area consumed by a bundle of 161 wires
(128 bit data + control signals) is around 0.01mm?. With
this area, the state-of-the-art routers can have more than

30 [25] to 100 [11] pillars. Hence, increasing the vertical
pillar seems feasible and will likely not be a limiting factor
for several generations [21, 26]. Figure 8 shows the latency
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Figure 8. Latency reduction with number of pillars.

reduction as we increase the pillar count from 2 to 6, with
increasing flit injection rate. As we can see, although the
pillar density is not a concern, increasing the pillars gives
diminishing returns. From 2 pillars to 3 pillars, the latency
improvements are clearly observed; but beyond 4, the gains
are negligible. Therefore, we choose 4 as our pillar count
for each router.

5.3 Energy Reduction

We have introduced our wire energy and delay model in
Section 4. The router energy is modeled in Orion [34]. We
then measured the energy reduction of our topology com-
pared to the 3D mesh using synthetic traffic of the same
number of packets, at an injection rate close to their network
saturation points to fully activate all components of the net-
works. Figure 9 shows the measured energy reductions in
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Figure 7. Latency improvement for a 4 x4 x5 network of 1GHz and 3GHz.

router, wires and their sum for the single-cycle long wire de-
sign. As we can see, the router energy reduction is from 46-
55% mainly because the significant hop count reductions
achieved in our topology. The wires also have some en-
ergy reduction, ranging from 14-15%. This is because: 1)
We applied a leakage reduction technique, described in sec-
tion 5.4, for links that are idle. We observed more leakage
reduction than dynamic energy reduction from the mesh. 2)
The energy of n-hop wires is less than n times the energy
of 1-hop wires, for single-cycle long wires. Hence, it pays
off to use long wires to reduce hop count. The total energy
reduction range from 46-55% because the dominant energy

is dissipated in routers.

Uniform Random Traffic Hotspot Traffic

) 45 45 & 80 - 55
gm- I ESD'

B | G 40+

i i

£ 204 i 14 & 20 - 15

s = 2 0 W

g 0+ = = g o+

w router wire fotal s router wire total

Figure 9. Energy reduction compared with 3D
mesh using XYZ routing. Results are collected
near the network saturation point.

5.4 Results for Real Workload Traces

Figure 10 shows the average network latencies and en-
ergy consumption of the real workload traces we collected
for the 4-layer cache configuration. The single-cycle and
pipelined wire results are normalized to the 3D mesh using
XYZ routing with IGHz and 3GHz clock frequency respec-
tively. We can see that no matter which wire frequency is
used, the long link based topology consistently reduces the
latency across all tested benchmarks. They show a fairly
steady reduction amount: 8.8%~24.2% (single-cycle) and
6.7%~19.9% (pipelined long wire), with the largest seen
in benchmark raytrace and water-spatial (SPLASH-2),
and average of 20.5% (single-cycle) and 15.9% reduction
(pipelined long wire). This is mainly because these real
workload traces present near Uniform Random character-
istic with relatively low flit injection rate.

The energy reductions from these benchmarks however
are not as significant as those with synthetic traffic. The
results are 1.6%~16.8% and -1.7%~9.6% for single-cycle
and pipelined long wires respectively. The pipelined wire
design, unsurprisingly, increased the total energy for fft and
volrend. Other benchmarks show a mild reduction. We ob-
served that the leakage energy becomes dominant in the to-
tal energy consumption because the flit injection rates of

these benchmarks are much lower than the network satu-
ration point. Hence, many components are idle, consum-
ing only leakage energy. We developed a leakage reduction
method that can turn off the long links while they are idle.
We turn off the all the links of a router when all its internal
buffers are empty. We turn the links on whenever there is
a flit enters the router. This is conservative, but simple to
implement. A more aggressive router with techniques such
as pre-routing can further lower the leakage by accurately
turning on and of the long links. On average, the single-
cycle and pipelined long wires achieve 8.5% and 4% energy
reduction over a baseline 3D mesh network.

5.5 Hardware Overhead Comparison

In this section, we compare the hardware savings in
routers of our topology, and the overhead introduced by
long wires.

The area of a router, denoted as Sk, can be mod-
eled as Sp=Hn+Hsn?. Here H; and H, are area co-
efficients related to dimensions of a channel, input and
output buffers, crossbar etc. [2]. n is the radix of a
router. Since both our topology and the 3D mesh use
the same ports for vertical links, we will only count the
lateral ports for clarity. In a 4x4x4 3D mesh, each
layer has 4 5-port routers, 4 3-port routers, and 8 4-port
routers. Hence, Sg(mesh)=3x(4x5+4x3+8x4)H;+3%
(4x52+4x3248x4%)Hy=192H,+792H,. In our 3-cache
layer long link based topology, every router has 4 ports
except for the last layer, 2 routers there have only 3 ports
due to the area constraints. We can come up with a sim-
ilar equation and get Sr(long)=190H1+754Hs. As we
can see, Sgr(long)iSgr(mesh). In the 4x4x5 network,
Sr(mesh) = 256 H;+1056 Hs, and Si(long) = 256 H, +
1032H,. As we can see Si(long) < Sg(mesh) still holds.
Hence, the router area in our long-link based topology is
less than that of a 3D mesh network.

The overhead we pay in this design is the longer
and wider wires. Here we quantify such an increase.
In a 4x4x4 3D mesh, the total number of links is
Swtotal (Mesh)=24x3=72S,, without the top mesh layer
since it is the same for both networks. The S, ;o de-
notes the total wire area, and S, denotes the area of
a l-hop link. With our long wire design, adding the
hop counts of all our wires and considering the 4x the
area for 3-6 hop links, we get Sy torai(long)=640S,,.
Hence, Sytotai(long)=8.9Sytotai(mesh). Using the
same method for the 4x4x5 network, we can obtain
Swtotal(long)=1.2Sytotar(mesh).  We remark that al-
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Figure 10. Latency and energy reduction for SPLASH2, OpenMP, and SpecJbb 2005 workloads.

though the area of the long wires is 7~9x of the mesh
topology, global wires are placed on top metal layers and
do not take the space of the device layer. Hence, such an
area “increase” is not a burden to the chip real estate. Also,
as we have defined the routing and area constraints in devel-
oping the topology, the increased wire area will be unlikely
to impact the layout of the rest of the chip.

6 Scalability

Our proposed topology using long links can be scaled
in different ways. We have shown in Section 3.2 that our
design is workable for core count up to 36 (6 x 6), with cur-
rent and near future 3D stacking technology. Beyond this
number, we have to increase either the radix of the router or
stacking depth in order to fit a clique into all layers in 3D.

One method of scaling the topology is to use the Con-
centrated mesh [2] (CMesh) as our baseline for improve-
ment. The CMesh network reduces a regular mesh to a
radix-4 mesh in which each router services four processors.
For example, a 64-node mesh can be concentrated into a
16-node CMesh with the same topology. Although a sin-
gle CMesh’s router is larger compared to a single router of
a regular mesh, it is not four times larger. Hence, the to-
tal router area of a CMesh is smaller than that of a regular
mesh. Concentration can also reduce the hop count of the
network. It was studied that concentration improves both
area efficiency and energy efficiency of a network [2]. Us-
ing concentration, our design on a 4x4xL network (L is
number of layers) can be expanded to an 8 x8xL network,
with each router servicing 4 cores or cache banks. Similarly,
a 6x6xL can be expanded to 12x12xL, which is already
on the high-end of multicore designs. Naturally, when a
wire is overly long, we can apply the pipelined design as
described in Section 4. Such a technique has also been in-
vestigated recently in topologies using long wires [18].

Another way of scaling is to relax the diameter further.
Up till now we have been focusing on a clique for an N-
node network (N<36), where a node can be either a reg-
ular mesh router or a concentrated router. We can apply
the same principle to subgraphing a 2-hop diameter network
such as the flattened butterfly [18] onto different layers with
still low-radix routers. For example, for a 7x7 network, the
radix of each router is 6x2=12 (not counting the local port).
Then the total number of links in the flattened butterfly net-
work is 49x12/2=294. If we use a radix-4 router in our 3D
topology, each layer can host 4x49/2=98 links. Then we
only need to stack 294/98=3 layers of cache to incorporate
all links. Similarly, subgraphing the flattened butterfly of a
10x10-node network requires only 5 layers of 3D stacking

with radix-4 routers (not counting the local port). Note that
we can continue to scale using concentration here.

7 Related Work

There have been many researches lately on improving
the network performance. They can be broadly categorized
into topology optimization and router enhancement.

For 2D network topology, the “Small-World” design [30]
inserts extra long links into a 2D mesh to exploit the
application-specific bandwidth requirement. Our design is
general purpose and the traffic was assumed to be rather uni-
form across the entire network. Also, inserting links into
a mesh increases the complexity of the router. The flat-
tened butterfly topology uses high-radix routers with con-
centration to achieve a diameter of 2 NoC for a 64-node
network. Again, one of our goals is to use low-radix routers
in a 3D network to meet the power and area constraint. Ex-
press cubes [9], using physical express channels to connect
distant nodes, loses performance when a number of neigh-
boring nodes compete for the same express channel. Also
it takes more than one hop for data to traverse from local
router to interchange units, which means that the diame-
ter of express cubes is larger than our proposed topology.
The Express Virtual Channel (EVC) [23] design for a pla-
nar mesh uses a novel flow control mechanism and router
microarchitecture renovation to allow packets to virtually
bypass intermediate routers along their path. However, the
diameter of the 2D network is strictly larger than 1.

Linear programming has also been used in custom 2D
NoC designs for SoCs where the bandwidth requirement are
known ahead of time, but the number of routers and the
power consumption of the network need to be minimized,
subject to LP solving time [33]. We are targeting a more
general purpose network rather than an application specific
custom network.

A 3D dimensionally-decomposed router was designed to
provide a good tradeoff between circuit complexity and per-
formance benefits. With this design, the communication be-
tween any two layers requires only a single hop, and non-
overlapping vertical communication can carry in parallel — a
significant improvement over the bus architecture [25]. We
are already using the properties of this router in our topol-
ogy design.

8 Conclusion

We presented a new network topology using long-range
links for 3D CMPs. The new topology has a low diame-
ter, but requires only low-radix routers to implement. We
modeled the long-range links and showed that they have la-



tency advantages even when we increase the network fre-
quency and pipeline the wires. Also, their power/energy
increase is sub-linear to their increase in length. We exper-
imented a 4x4x4 and a 4x4x5 3D network. Our exper-
iments show that a 1GHz network frequency is more suit-
able for 3D chips because it achieves more latency and en-
ergy reductions. A higher clock frequency for a 3D chip
brings the concern of high heat dissipation, and therefore
is not recommended for implementation (though its latency
and energy results are still positive). Our topology can be
scaled to larger networks using techniques such as network
concentration.
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