A closer look at distributions — examples drawn from Dill
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Figure 2.6 The multiplicity
function W of the number of
heads n narrows as the total
number of trials N
increases.
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for large N, n* — max prob = N/2 (50% heads, 50% tails)
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Now consider two types of particles O and Q
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consistent with what we know of diffusion of particles

chemical potential is the force for mixing (again, no interactions are needed)



We have also seen that the # of arrangements grows with > E

Why does heat flow?

A E, =2¢ B, E; =4¢
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Bring A and B into thermal contact.

If no exchange of energy W,W, =45x210 =9450 arrangements

i = 20!
suppose energy is exchanged so £, = E, _ 38760
101\ 1416!
W, .= — | =14400 <«— more arrangements
!

All arrangements
=> energy will flow with fixed E, + Eg



heat flows to achieve max # of arrangements not to equalize
the energy (although it accomplishes that in above example).

In general, E, #E; after equilibration
Consider

A 10 particles  E,=2

B 4 particles E;=2
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Now suppose B transfers energy to A s.t. E,=3 E,=1
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temperature is the driving force for energy flow



nl=+/2zn (Ej
e

/n n!z%ZnZnn+(n+%j£n n—n

/mnl=ninn—n forn>>10

n n
nl=| —
€

Stirling’s
Approx.



1D random walk ("drunken walker")
Each step has unit length in either +x or —x

total of N steps
m in +x and (N —m) in —x direction

N
— P(m,N)= 1) Nt Define: m* is most probable endpoint
’ 2) mi(N-m)"
2 .
(mP(m) = gnp(m*)+(d il Pj (m-m#+2(LP) (m_m#7s. ~ Taylor series about m*
dm /. dm’ )
dénP | _ * * max of P
= am w=—1—fn(m*)+/n(N-m*)+1 when m = m*
=m*=N/2 so 1t deriv

vanishes
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P— p*e—Z(m—m*)Z/N <«— Gaussian distrib.

_ 1 —x%/2N — - - = —
P(x) = 27N © In distance space x=m - (N-m)=2m-N
m*=N/2; x*=0

S =JN Note: if walker was directed (one direction only)
this would be N.



