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ABSTRACT 
 
With the deployment of MPLS over a core IP backbone, it 
is possible for a service provider to built Virtual Private 
Networks (VPNs) supporting various classes of services 
with QoS guarantees. Efficiently mapping a logical layout 
of VPNs over a service provider network is an important 
traffic engineering procedure. The use of sink-tree 
(multipoint-to-point) routing paths in a MPLS network 
makes the VPN design problem different from traditional 
design approaches where a full-mesh of point-to-point 
paths often is the choice. Clear benefits of using sink-tree 
paths are reduction in the number of label switch paths 
and bandwidth saving due to larger granularities of 
bandwidth aggregation within the network. In this paper, 
the VPN design over MPLS, using sink-tree routing, is 
formulated as a mixed integer programming problem to 
simultaneously find optimal VPNs logical topologies and 
their dimensions to carry multi-service, multi-hour VPNs 
traffic from various customers. The model exploits a pre-
computed set of sink-tree paths over which VPNs traffic is 
routed in a MPLS network. It is clearly shown that such a 
problem formulation yields a NP-hard complexity. Here, 
we propose tree selection heuristics aiming to scale the 
VPN design problem by choosing a small-but-good 
candidate set of feasible sink-tree paths. Numerical results 
are given showing the advantages of the proposed 
approach.  
 

INTRODUCTION 
 
Virtual Private Networks (VPNs) provide a private and 
dedicated environment over a shared private or public 
network infrastructure. The deployment of QoS-based 
VPNs supporting integrated services for voice, data and 
video applications over a public Internet is economically 
appealing since it allows a high-speed access with 
performance and Quality of Service (QoS) guarantees. 
MultiProtocol Label Switching (MPLS) [1,2] with traffic 
engineering capability allows QoS-based VPNs to be 
efficiently built on top of IP network architecture.  

 
To guarantee performance to VPN services, a service 
provider has to be concerned with capacity provisioning 
and routing coexisting VPNs having different service 
classes and topologies over the same network 
infrastructure. Generally, a well designed VPN must be 
easy to manage while maintaining bandwidth efficiency. 
Over a MPLS network, this implies that the number of 
label switched paths (LSPs) and required labels must be 
kept small. In term of capacity efficiency, different 
granularities of traffic aggregation may be considered, for 
example, aggregation of traffic from different VPNs 
within the same Classes of Service (CoS),  aggregation of 
traffic from same VPNs exiting at the same egress router, 
etc.  
 
Traditionally, VPNs over a connection-oriented network 
such a circuit-switched or an ATM network, are often 
viewed as a logical full-mesh network with point-to-point 
demand between node pairs. More specifically, in a logical 
full-mesh topology, each demand pair is independently 
given a logical link which is a point-to-point path going 
through multiple switched-points. In MPLS networks, 
however, a route can be a point-to-point path as well as a 
multipoint-to-point path or a sink-tree path ending at an 
egress router. This attribute makes the VPN design 
problem different from those in traditional connection-
oriented networks. Exploiting sink-tree paths, traffic 
demand can be merged/aggregated not only at the edge 
router where the traffic demand enters the network but at 
the core router inside the network. Overall, the use of sink-
tree paths not only reduces the number of label switch 
paths but promotes the bandwidth aggregation within the 
network, thus, allowing the possibility of bandwidth 
savings. In this manner, traffic of different VPNs with the 
same QoS requirement may/may not be carried on the 
same routing tree and may/may not share a portion of 
network bandwidth. A big question is how to construct a 
tree and how to incorporate it in the network design model. 
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Only recently has work appeared on optimization models 
to solve traffic engineering problems over MPLS 
networks. In [3], authors provided integer programming 
formulations for flow assignment problem given a set of 
point-to-point LSPs and it can be extended to solve a 
capacity planning problem. However, several trivial 
assumptions are made including : one-to-one relationship 
between traffic trunks and LSPs, no aggregation, de-
aggregation and merging of LSPs. Sato et al. [4] proposed 
the use of multipoint-to-point LSPs in flow assignment 
problem. A set of pre-selected LSPs is forced to include at 
least two routes which do not share any single node to 
each ingress/egress node. The optimization model aims to 
minimize the maximum link load without considering cost 
of link capacity.       
 
Realizing a sink-tree routing path, this paper proposes a 
mathematical formulation for the problem of VPN design 
in order to simultaneously find optimal logical topologies 
of multiple VPNs and their dimensions over a service 
provider IP/MPLS core network. The proposed model 
incorporates multi-service, multi-hour design with the 
objective in minimizing total capacity cost. The pre-
computed set of candidate sink-tree paths (multipoint-to-
point paths) will be used in the model to determine a route 
assignment for VPNs traffic. In this paper, we have 
developed the proposed design model and compared it 
against a full-mesh design. However, the optimal solution 
can not be obtained within a reasonable time due to the 
complexity of the problem. Therefore, a tree selection 
heuristics is developed aiming to scale the VPN design 
problem by choosing a small-but-good candidate set of 
feasible sink-tree paths. Numerical results show the 
advantages of the proposed approach.   
 

SINK-TREE LSP PATH 
 
As previously mentioned, a label switched path (LSP) in 
MPLS can be a multipoint-to-point path referred to here as 
a sink-tree path. One clear benefit of using a multipoint-to-
point path is its scalability since fewer LSPs must be 
created as compared to using a point-to-point path between 
each demand pair. This also results in a smaller number of 
forwarding labels needed at each MPLS router and thus 
makes it simpler to manage for a medium to large network. 
For example, applying a full-mesh design, where there are 
point-to-point paths between all node-pairs, to a N −node 
network, the total number of LSPs required is )1( −⋅ NN . 
However, this number can be reduced to N  using a sink-
tree design. Figure 1 displays a full-mesh versus sink-tree 
design for a 3-node VPN over an 8-node MPLS network. 
Assume that there is a directional demand of one unit 
between 3-node pairs in the VPN network and each link in 

the MPLS network has one unit cost. A full-mesh design 
requires 6 LSPs compared to 3 LSPs in sink-tree design. 
Both designs use the same links in MPLS network. 
However, the first yields a unit cost of 14 while, in the 
latter, the cost is reduced to 12. The cost saving results 
from the capacity efficiency gain attained when traffic is 
merged in a sink-tree design.  
 

MPLS-VPN DESIGN MODELS 
 

Given a network topology, node location and link 
capacity, an optimization model is formulated for VPN 
design over MPLS network. A physical network is 
represented by a graph )( CLNG ,,  where N , L , C  is a set of 
nodes, links and link capacities respectively. M ( NM ⊂ ) is 
the set of edge nodes (edge routers) where there is a 
demand traffic entering or exiting. Thus, MN −  represents 
the set of core nodes (core routers). The complete notation 
of the formulation is given below. For each link Ll ∈ , 
utilization factor lα  limits the proportion of the link 
capacity lC  to be allocated for all VPNs traffic. This 
utilization factor may be used to protect certain links from 
being overly subscribed or subjected to potential 
congestion. For example, a smaller value of lα  may be 
assigned to links connecting to core-routers than ones 
connecting to edge-routers. Here, the complete matrix of 
VPNs traffic demand is assumed to be given. For each 
source-destination (ingress-egress) node-pair, the matrix of 
each VPN specifies the required bandwidth and its QoS 
parameters (i.e., end-to-end delay requirement and packet 
loss probability). In the model, traffic demand ksD ,,ν  will 
be assigned a route based on its egress node Kk ∈ , 
where MK ⊂ , called the demand set index.    
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(b)  Sink-tree Design 

 
Figure 1.   Full-mesh versus sink-tree design 
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A. Notation  

lα  Maximum utilization factor of link Ll ∈   
K  Demand set index, MK ⊂  

s
kP ,ν  Set of feasible sink-trees ending at node Nk ∈  

spanning all nodes Mm∈ of service class Ss∈  of 
VPN  V∈ν  

ksD ,,ν  Set of point-to-point demand pairs in demand set  
 Kk ∈  of service class Ss∈  of VPN V∈ν  

d
kshB ,,,ν Bandwidth requirement of demand pair ksDd ,,ν∈  

 of service class Ss∈  of VPN V∈ν  during hour-
period Hh∈  

lY  Sizing (topology) variables, capacity assigned to 
VPN traffic on link Ll ∈  

lψ  Cost of a capacity on link Ll ∈  
l

hU ,ν  Capacity at link Ll ∈  allocated to VPN  V∈ν  

during hour-period Hh∈  
p

kshX ,,,ν Demand-path routing decision variables 

 = 1 if path s
kPp ,ν∈  is used for demand set Kk ∈ of 

service class Ss∈ of VPN V∈ν  during hour period 
Hh∈  

 = 0 otherwise 
l

dp,γ  Link path incidence matrix 

 = 1   if demand pair ksDd ,,ν∈  of set Kk ∈  that uses  
path s

kPp ,ν∈  is directed using link Ll ∈   
 = 0   otherwise 

l
kshEB ,,,ν  Estimated BW requirement of all demand type  

Kk ∈  on link Ll ∈  of  service class Ss∈  of     
VPN  V∈ν  during hour-period Hh∈  

( )sQsTBEqv ,,  Equivalent bandwidth of traffic in service 
class Ss∈ with requirement of bandwidth B (with 
traffic descriptor sT  and quality of service requirement 

sQ )   
  
 
 
B. Bandwidth Calculation 
The bandwidth requirements at each link will be estimated 
based on an effective bandwidth calculation [5] where 
traffic parameters such as connection peak rate and its 
burstiness are taken into account. Two classes of services 
in a differentiated service model are considered including 
premium/guaranteed service and assured service. In the 
premium service class, applications require an absolute 
bandwidth guarantee. Thus each traffic connection in this 
class is allocated a bandwidth equal to a source peak rate 

pR . Assuming that η  connections are multiplexed within 
one link, the total allocated bandwidth is    
 peakREqv ⋅= η                                                     (1)  
where η  is derived from an inverse Erlang formulation 
such that a grade of service constraint (GoS) of the 
connection (i.e., connection blocking probability - bP ) is 
met. When a  is the source utilization or an offered load of 
a connection,  
 ),( bPaInvErlang=η                                             (2)  
In the assured service class, applications are expected to 
have the ability to tolerate a certain amount of delay and 
loss. For this traffic class, a mean bandwidth guarantee is 
sufficient along with a statistical delay bound. In 
bandwidth calculation, source traffic in the assured service 
class is assumed to be characterized by its source peak rate 
- pR , utilization factor - ρ , and mean burst period - b . In 
this case, the allocated bandwidth may be less than pR⋅η .      
 { }icmEqv ˆ,min ⋅′+⋅= ησαη                                   (3) 
where ( ) ( )πεα 2lnln2 −−=′   given m − a mean bit rate, σ − 
a variance bit rate, and ε − buffer overflow probability.  
Equivalent capacity estimation for each source  iĉ  is 

  
( )

)1(2

)1(42)1()1(
ˆ

ρα

ρραραρα

−

−+−−+−−
=

b

RbBBpRbBpRb
ic               

                (4) 
where ( )ε/1ln=a , assuming that B − buffer size and ε − 
packet loss ratio are known. The number of connections η   
multiplexed can be found as before from an inverse Erlang 
formulation. 
 
C. VPNs Design Formulation 
The problem of multi-hour VPNs design can be 
formulated as VPWBA model shown below. The 
formulation simultaneously seeks to find VPN link 
capacity allocation l

hU ,ν  and route assignment p
kshX ,,,ν  for 

all VPNs periodically every hour. Using a precomputed 
sink-tree routing path, traffic demand can be merged 
within the network, thus the required bandwidth after the 
merged point can be allocated by aggregated bandwidth of 
multiplexed traffic within the same service class.  
 
VPWBA : Minimize lY

Ll
l ∗∑

∈
ψ   

Subject to : 
1

, ,,, =∑
∈ s

kPp

p
kshX

ν ν  ; :∀ V∈ν , Hh∈ , Ss∈ , Kk ∈        (5) 
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  ; :∀ V∈ν , Hh∈ , Ss∈ , Kk ∈ , Ll ∈            (6) 
l

hU
Ss Kk

l
kshEB ,,,, νν ≤∑

∈
∑
∈

      ; :∀ V∈ν , Hh∈ , Ll ∈      (7) 

lY
V

l
hU ≤∑

∈ν ν ,    ; :∀ Hh∈ , Ll ∈                (8) 

lCllY ⋅≤ α    ; :∀ Ll ∈                          (9) 

{ }1,0,,, ∈p
kshXν    ; :∀ V∈ν , Hh∈ , Ss∈ , Kk ∈ , s

kPp ,ν∈    (10) 

0≥lY         ; :∀ Ll ∈                        (11) 
 
The objective of the formulation is to minimize the total 
capacity cost in allocating network bandwidth to all VPNs. 
For each VPN, service class, and hour period, constraint 
(5) selects only one path from a pre-computed set of 
feasible sink-tree paths ending at egress node kP  for each 
demand set k . Constraints (6) − (9) impose that capacity 
assigned at each link is not greater than a utilization limit 
of link capacity ( lCl ⋅α ). Note that, in constraint (6), the 
capacity is allocated for aggregated traffic within a 
demand set destined to the same egress node of a VPN. 
Constraints (10) and (11) require that routing variables and 
capacity assignment variables are positive. This 
formulation yields different route assignment and capacity 
allocation at different hour-periods.  
 

TREE SELECTION HEURISTICS 
 

The VPN design model for MPLS, where a routing path is 
a sink-tree, often involves enumerating a set of all possible 
routing tree paths. For example, if a set of candidate tree 
paths includes all distinct trees spanning over all nodes, 
the path set can be as large as N N for an N-node network 
[6]. One can easily see that the problem size (e.g. the 
number of technical variables) grows exponentially with 
the number of nodes. Therefore, standard approaches for 
solving such problems are difficult and sometimes 
prohibitive due to the complexity of the problem. In order 
to obtain a solution for a realistic-size network within a 
feasible amount of time, tree selection heuristics is 
proposed to limit the set of candidate sink-tree paths to be 
searched over.  
  
In our extensive study, numerical results obtained from the 
VPWBA problem reveal patterns of optimal solution 
showing that optimal trees agree on using less number of 
links when possible. Besides, a large demand is routed 
through the shortest possible route when capacity cost can 
be justified over a spanning tree route. Nonetheless, a 
small demand may be routed through a longer hop on a 
sink-tree route when traffic aggregation yields savings in 
bandwidth. These findings give us some guidelines in 
choosing candidate tree paths. Typically, in the point-to-
point routing path, the size of precomputed path sets can 

be reduced by imposing a hop-count limitation. However, 
both hop-count and the number of links in a tree are 
critical factors in selecting a good candidate set of trees. 
By imposing the hop-count constraint, we simply avoid 
choosing single-branch trees which may introduce an 
undesirable delay violation. In general, choosing a tree 
having less number of links will promote bandwidth 
sharing at as many common links as possible. Thus, in the 
proposed path selection heuristics, the algorithm will start 
by enumerating distinct trees spanning over all edge 
routers that satisfy a hop limitation constraint and ranking 
them based on the number of links used in each candidate 
tree. Then, only a fixed number of candidate sink-tree 
paths will be chosen for an optimization procedure. 
Essentially, trees having less number of links are 
preferred.  
 

NUMERICAL RESULTS 
 
Backbone networks under study have 10 and 15 MPLS 
routers (shown in Figure 4 and 5) where 7 and 10 of those 
are edge-routers respectively. Each link has an OC-12 
capacity of 622 Mbps. Traffic from 4 VPNs is assumed to 
be symmetric with a demand varied uniformly within 
{10,15,20,25,30} T1 rate. Characteristics of traffic source 
are assumed to be known ( pR =300 Kbps, b =300 msec, 
ρ =0.2). Capacity will be allocated for each traffic sources 
such that the connection blocking probability at the edge 
router will not exceed 10-5. The VPNs design problem is 
solved by using AMPL with CPLEX 7.1 InP solver 
implementing branch and bound solution technique.     
 
Sample results shown in Table 1 compare a full-mesh 
design versus the proposed design model. By utilizing 
sink-tree paths in the design, a cost can be reduced 
approximately by 10 percent. It is also shown that the 
optimal sink-tree paths tend to share many links in 
common as previously mentioned. Next, the study of the 
proposed path selection heuristics is conducted. Figure 4 
illustrates the optimal capacity cost and computational 
time obtained using different sizes of precomputed-path 
sets for a 10-node network. In this case, the true optimal 
solution can be best approximated with 180 sink-tree paths 
and takes 300 seconds of computational time. It is clearly 
shown that the proposed heuristics path selection 
algorithm can largely reduce the candidate set of sink-tree 
paths to be searched over and allows the optimal solution 
to be obtained quickly. The effect of imposing different 
values of hop limitation in the heuristics path selection is 
shown in Figure 5. The hop-count limit of 7 and 10 are 
used for a comparison. With a hop-count limitation of 7, 
the obtained solution will converge faster to the true 
optimal solution using a smaller set of candidate paths. 
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This implies that choosing the right value for hop-count 
limitation in the heuristic path selection algorithm can 
affect the goodness of candidate sink-tree paths. 
 

CONCLUSIONS 
 

In this paper, we have formulated the MPLS based multi-
hour VPNs design problem considering sink-tree routing 
path where traffic aggregation is possible. The model aims 
to simultaneously find optimal layouts of multiple VPNs 
so as to minimize the total capacity cost while satisfying 
QoS requirements. A precomputed set of candidate sink-
tree path is used in the formulation to be searched over. 
Such a problem clearly yields an NP-hard complexity; 
therefore, a heuristics path selection algorithm is proposed 
to choose only a small-but-good set of candidate paths to 
be fed to an optimization model. The numerical results 
show that the proposed algorithm can reduce 
computational time significantly.      
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Point-to-Point  LSPs Sink-Tree LSPs  
Nodes Cost # Label / 

# LSPs 
# links used  
Avg. ( Max ) 

Cost # Labels / 
#LSPs 

 # links used 
Avg. ( Max )

  Symmetric Demand   
10 8121 120 / 47 6.42  ( 8 ) 7354 23 / 24 6.04  ( 8 ) 
15 7587 120 / 87 5.79 ( 8 ) 6958 24 / 24 5.67  ( 8 ) 

  Asymmetric Demand 
10 7202 103 / 43 5.67  ( 8 ) 6722 24 / 21 5.46 ( 7 ) 
15 5467 80 / 64 5.65  ( 8 ) 5083 20 /20  5.45 ( 7 ) 

 
Table 1. Point-to-point and sink-tree LSPs comparison 

 

 

 
Figure 2.Network with 10 routers and 14 links 

 

 
Figure 3. Network with 15 routers and 24 links 
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Figure 4. Performance of heuristics path selection. 
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Figure 5. Effect of hop-limit to heuristics path selection. 
 


